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Doktorski rad obranjen je dana 16. travnja 2015. na Gradevinskome fakultetu Sveučilǐsta
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Tanja and Srećko – I love you so much. Since I was a little kid you have always let me make

my own choices and supported me unconditionally. That’s what parents are for, you would say.

Thank you for teaching me of love and responsibility towards myself and others. Finally, thank

you for providing me with food and comfort when I needed it most. Nina, my sweet little sister,

thank you for being so patient and always helpful!

Maja, Domenika, Jelena, Nela, Josipa, Vedran – thank you for being there for me, thank

you for always believing in me. I am truly grateful to have you in my life.

Miran, thank you for sharing with me this chapter of my life. It was pretty, pretty, pretty...

pretty good.

Edita, Paulo and Leo – thank you for helping without being asked. Without your support

in crucial moments, I would have been lost.

And finally, Gordan –

“In an ideal world your advisor would be a mentor, an expert in your field, a coach, an

editor, and a career counsellor; someone to guide, teach and encourage you from the first

glimmer of “the Right Topic” to your happy acceptance of a job offer from the institution of

your choice. There are, however, few human beings who can fill that entire job description.”

–Joan Bolker

– thank you for being one of the few.



vi



vii

I dedicate this thesis to the memory of my dear friend and colleague Nikola.

Your warm company and sarcastic comments will be missed.



viii



ix

Abstract

A family of geometrically exact spatial beam finite elements based on the fixed-pole approach is

developed and presented in this thesis. All the proposed elements are derived from the principle

of virtual work by interpolating the virtual spins (or virtual configurational spins).

The fixed-pole element is derived from the configuration-tensor approach. By utilising the

standard Galerkin approach this element turns out to have non-standard six-dimensional system

unknowns. In order to reap the benefits of the fixed-pole approach, but still be able to have

standard system unknowns, a modification of the fixed-pole approach is proposed: the non-

standard and standard virtual quantities are related at the nodal level. This results in a family

of modified-fixed pole elements, consisting of three interpolation options.

The fixed-pole and the modified fixed-pole formulations are tested with respect to their

accuracy, strain-invariance, path-independence and robustness on a number of planar and spatial

numerical examples. The results show that non-invariance and path-dependence is present in

all formulations – in some formulations even in the planar case.

In the case of the modified-fixed pole formulation, these problems are overcome by (i) in-

terpolating only the relative rotations between two nodes and (ii) implementing the generalised

shape-functions. The repeated numerical tests show that results are strain-invariant, path-

independent and that the solution procedure is more robust. Although the results obtained by

employing Interpolation option 3 are somewhat improved in comparison to those before this

intervention, they still exhibit some non-invariant and path-dependent behaviour.

In the case of the fixed-pole formulation, strain-invariance and path-independence is achieved

by (i) interpolating only the relative configurations between two nodes and and (ii) by deriving

and implementing six-dimensional shape functions. The results of the repeated numerical tests

confirm that this intervention leads to strain-invariant, path-independent and more robust ele-

ments.

Keywords: geometrically exact beam theory, fixed-pole approach, strain invariance, path de-

pendence
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Sažetak

U disertaciji je predložena familija geometrijski točnih prostornih grednih elemenata koji su

temeljeni na tzv. konceptu nepomičnog pola (fixed-pole approach). Sve predložene formula-

cije izvedene su iz principa virtualnoga rada uz interpolaciju virtualnih spinova (ili virtualnih

konfiguracijskih spinova).

Fixed-pole element izveden je iz pristupa temeljenog na konfiguracijskome tenzoru. Pri-

mjenjujući standardnu Galerkinovu metodu diskretizacije, takav pristup rezultira nestandard-

nim stupnjevima slobode. Kako bi se zadržale prednosti fixed-pole pristupa uz istovremeno

zadržavanje standardnih stupnjeva slobode, predlaže se modifikacija fixed-pole formulacije te-

meljena na povezivanju standardnih i nestandardnih virtualnih veličina na razini čvorova. Takva

modifikacija rezultira familijom modificiranih fixed-pole elemenata koja se sastoji od tri inter-

polacijske opcije.

Kod svih predloženih formulacija ispitana je njihova točnost, objektivnost deformacija s obzi-

rom na pomak krutoga tijela, ovisnost o putanji ka rješenju te robustnost. Zaključak numeričkih

primjera je da sve predložene formulacije iskazuju nepovoljna svojstva neobjektivnosti i ovisnosti

o putanji ka rješenju te da im je smanjena robustnost u odnosu na standardne formulacije.

U slučaju modificirane fixed-pole formulacije, problemi neobjektivnosti, ovisnosti o putanji

ka rješenju te robustnosti rješeni su (i) interpolacijom relativnih rotacija izmedu dva čvora te

(ii) ugradivanjem generaliziranih funkcija oblika. Ponovljeni numerički testovi pokazuju da su

rezultati objektivni, ne ovise o putanji ka rješenju te da je povećana robustnost same procedure.

Iako su i rezultati dobiveni korǐstenjem treće interpolacijske opcije pobolǰsani u odnosu na one

prije ove intervencije, oni i dalje pokazuju znakove neobjektivnosti i ovisnosti o putanji ka

rješenju, no u manjoj mjeri.

U slučaju fixed-pole formulacije, problem je otklonjen (i) interpolacijom relativnih konfigura-

cija izmedu dva čvora te (ii) izvodenjem te ugradivanjem novih, šesterodimenzionalnih funkcija

oblika. Ponovljenim numeričkim testovima potvrdeno je da ovakva intervencija dovodi do objek-

tivnih, neovisnih o putanji ka rješenju te robustnijih elemenata.

Ključne riječi: geometrijski točna gredna teorija, pristup nepomičnog pola, neobjektivnost

mjera deformacije, ovisnost o putanji ka rješenju
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Chapter 1

Introduction and motivation

1.1 Literature overview

The topic of this thesis is the development of a family of spatial beam finite elements based on

the geometrically exact beam theory given by Reissner [1] for 2D beams and extended to 3D

beams by Simo [2]. Implementation of this theory in a finite-element framework becomes non-

trivial because of the properties of rotations in 3D. These are defined by orientation matrices,

elements of a special orthogonal group SO(3), which is also a Lie group (see eg. [3]). By

definition, a Lie group is also a differentiable manifold, and in order for the solution to stay

on the manifold, we must acknowledge existence of the so-called exponential map, a specific

operation between a Lie group and a related Lie algebra (in this case the algebra so(3) of 3D skew-

symmetric tensors). This theory was first implemented by Simo and Vu-Quoc, interpolating the

infinitesimal rotations, the so-called spin vectors [4]. Similar results can be obtained interpolating

the incremental rotational changes (between two converged configurations) as proposed by e.g.

Cardona and Géradin [5], or the total rotations (the change between the initial and current

configuration) as given by e.g. Ibrahimbegović et. al. in [6].

In this thesis we want to shed more light on the fascinating and highly promising fixed-pole

concept, emphasise some of its potentials and investigate alternative options of its implementa-

tion into the geometrically exact 3D beam theory to those currently available. Certain short-

comings of the currently available implementations are not well-known and here we address them

and propose techniques to overcome them. In the context of this theory, the fixed-pole concept

was first introduced by Borri and Bottasso in 1994 [7] and thoroughly researched in a series of

subsequent papers [8–11]. In the context of simple-material and polar-material elastomechanics,

1



2 CHAPTER 1. INTRODUCTION AND MOTIVATION

the concept was presented in [12,13].

It appears that Borri and Bottasso were concerned with modelling curved mechanical el-

ements such as wind or helicopter blades, for which it ceased to be obvious how to define a

“proper” reference axis. In [7–9] they approached this problem by interpolating the kinematic

quantities along the beam arc-length: the authors assumed that the reference axis of the beam

element had a shape of a spatial helix and that both the translational and the rotational strain

measures along it should be constant. This resulted in a so-called helicoidal interpolation. Al-

though it does not appear that this was their chief motivation, such interpolation also solved the

problem of non-invariance of the strain measures but it was naturally applied only to two-node

elements [14]. Their idea has been recently explored and generalised to an element of arbitrary

order by Papa Dukić et. al. [15].

In [10, 11] Bottasso and Borri with co-workers managed to merge the displacement and

the rotation fields and introduced a configuration tensor which uniquely determined both the

position and the orientation of a cross-section under consideration. This tensor turned out to

be an element of what the authors called the special group of rigid motions SR(6), a matrix

representation of the special Euclidean group SE(3) [11] and a Lie group. They further proved

the existence of a closed form of the exponential map between SR(6) and the related Lie algebra

sr(6), which, in contrast to the earlier helicoidal interpolation, they now interpolated using

Lagrangian polynomials. By employing all this, they obtained a very elegant formulation which

used a unique operation for updating the kinematic fields. In the same paper [10] they have

also proposed a modified Runge-Kutta integration scheme for the exponential map of motion –

an algorithm that, by design, remains on the manifold SR(6) but can very easily be applied to

the pure rotational dynamics problems in SO(3) by replacing the configuration tensor with the

orientation matrix. This was the reason this paper has gained a lot of attention, especially in

the field of flexible multi-body dynamics [16–19], modelling various contact conditions in multi-

body systems [20–23], modelling shells in multi-body systems [24–26], as well as rigid body

dynamics [27], although most attention was received in the field of energy conserving/decaying

algorithms for structural and multi-body dynamics [28–38]. The complexities associated with

simultaneous conservation of energy and momenta in 3D beams were explored in [39–42].

However, the configuration-tensor approach was researched only by Sonneville and co-workers

[43–46] where they proposed a formulation for static and dynamic analysis of geometrically

exact beams and multi-body systems which combined the ideas of the configuration tensor and
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helicoidal interpolation based on a 4D matrix representation of SE(3) [7]. We emphasise the two

distinct novelties proposed by Borri, Bottasso and their co-workers: the helicoidal interpolation

and the configuration-tensor approach. Although they may go together, as they do in e.g. [44],

there is no reason not to address (and implement) them separately. In our recent work [15]

we have proposed a possible generalisation of the helicoidal interpolation [7] to higher-order

elements without any reference to the configuration-tensor aspect of the fixed-pole approach. In

this thesis, we identify the term fixed-pole approach with the use of the configuration tensor,

and not with the use of the helicoidal interpolation.

Given the earlier-mentioned parallelism between the kinematics of 3D rotations in SO(3)

and that of the rigid motions in SR(6) it becomes important to investigate the configuration-

tensor approach in the light of certain implementational complexities present in the mechanical

problems with large 3D rotations. In particular, Crisfield and Jelenić [47] detected that in such

problems the approximated strain measures are non-invariant whenever the rotational variables

are interpolated additively, regardless of the choice of the interpolated quantities – being it the

iterative [4,48], the incremental [5,49] or the total rotations [6], and that this problem is present

only in 3D. The relationship between the choice of the interpolated quantity and the strain-

invariance of the underlying formulations was thoroughly researched by Romero in [50]. An

invariant formulation was proposed in [51] which not only solved the problem of non-invariance

of the strain measures but also the problem of path dependence which also existed in some of

those formulations, by interpolating only the relative rotations between specific nodes i.e. the

rotations from which the rigid-rotation is removed. Ibrahimbegović and Taylor [52] proposed

a formulation based on the reparametrisation of the rotational vector while a similar approach

was given recently by Ghosh and Roy in [53]. Quaternion-based invariant formulations were

proposed in [54, 55]. Other authors approached this problem by avoiding the interpolation of

the rotational variables altogether. For example Betsch and Steinmann [56] and Romero and

Armero [57] interpolated the director fields defining the motion of the rod’s cross-section, i.e.

the base-vector triad. On the other hand, Zupan and Saje decided to interpolate the strain

measures [58] or only curvatures [59], which resulted not only in an objective formulation, but

also with increased accuracy of the formulation compared to standard approaches. Strain-

invariant formulations were also proposed in [60, 61], and in the context of thin-walled beams

in [62] as well as for solid finite elements in [13].

Obviously, the non-linearity of the rotational manifold SO(3) turns out to be incompatible
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with the standard additive interpolation techniques of the finite-element method - the techniques

designed to respect the properties of the linear (vector) spaces. For this reason, any formulation

utilising an additive interpolation for the problems where the unknown functions are elements

of any other non-linear manifold is also potentially prone to exhibit non-invariance and path-

dependence and in this thesis special attention is devoted to investigating the extent to which it

also applies to the configuration-tensor approach with the unknown functions belonging to SR(6).

This potential short-coming of the configuration-tensor approach has not been systematically

investigated so far, although the recent works of Sonneville and co-workers [43–46] address this

issue for a two-node beam elements formulated in a 4D matrix representation of SE(3).

Additionally, the system unknowns in the fixed-pole approach formulated using the config-

uration-tensor representation are not the standard displacement and rotation vectors and as a

consequence (i) the finite elements based on this approach cannot be combined with meshes

of standard elements (with displacements and rotations as the system unknowns) and, (ii) the

boundary conditions also have to be imposed in a specific non-standard manner. In this thesis,

in order to re-cast the formulation into a new procedure using the standard degrees of freedom,

a nodal-level projection of the non-standard degrees of freedom is presented, implemented and

again investigated with respect to strain-invariance and path-independence.

1.2 Thesis overview

In Chapter 2 we summarise the kinematics of motion in 3D space, with emphasis on specific

treatment of rotations in 3D. We introduce the configuration tensor and show that there are

many analogies between the configuration tensor and the orientation matrix, stemming from the

fact that they are both elements of Lie groups. A short overview of the properties of matrix

Lie groups is given in order to introduce the exponential map needed for the parametrisation of

rotation and of complete motion (a combination of translation and rotation).

In Chapter 3 we give an overview of the 3D beam theory in the material, spatial and fixed-

pole description. Using the principle of virtual work and the standard Galerkin approximation,

we derive the fixed-pole nodal residual, based on the fixed-pole equations of motion. We also

derive a modified fixed-pole nodal residual as an alternative approach where standard virtual

quantities are interpolated.

In Chapter 4 we present the solution procedures for the formulations derived in Chapter
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3. Robustness, accuracy as well as strain-invariance and path-independence are tested within a

number of numerical examples.

In Chapter 5 we present the generalised fixed-pole elements. The modified fixes-pole elements

are enhanced by interpolating only the relative rotations as well as using the generalised shape

functions. Numerical examples are repeated and results compared to the ones in Chapter 4.

Additionally, using an analogous procedure, a generalised approach is derived for the fixed-pole

elements. By interpolating only the relative “configurations” between nodes we propose a strain-

invariant formulation in SR(6). We also derive the 6D generalised shape functions. We repeat

the numerical examples and compare the results to those from Chapter 4.

Finally, in Chapter 6 we summarise the work presented and give some ideas for future work.
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Chapter 2

Kinematics of motion in 3D space

2.1 Material, spatial and fixed-pole description

2.1.1 Bases and frames

A basis for an Euclidean 3D space is a set of three linearly independent vectors. An or-

thonormal basis is a set of three vectors, here denoted e1, e2, e3 and collectively by {ei}, such

that [63]

ei · ej = δij =


1, i = j

0, i 6= j

, i, j = 1, 2, 3 , (2.1)

where δij is the so-called Kronecker symbol, for any pair of indices i, j. We consider the right-

handed bases, i.e. the ones for which ei × ej = ek, for a cyclic permutation of i, j, k. Using the

orthonormal basis, we can write any vector a with respect to it, i.e. with its components along

the base vectors as

a = a1e1 + a2e2 + a3e3 .

Imagine now another right-handed orthonormal basis, {ti}, as shown in Figure 2.1. The change

of basis, is an important tool in deriving relationship between objects expressed with respect

to different bases. As shown in [63], since {ei} is a basis, each ti (i = 1, 2, 3) can be expressed

as a linear combination of e1, e2 and e3 as

ti = Λipep , i, p = 1, 2, 3 , (2.2)

where a summation over repeated indices is implied. Taking the dot product of (2.2) with ej

7



8 CHAPTER 2. KINEMATICS OF MOTION IN 3D SPACE

e2

e3

e1

t3t1

t2

Figure 2.1: Change of basis – pure rotation

we have

ti · ej = Λipep · ej ,

from where, because of (2.1), we can see that the coefficients Λij are given as

Λij = ti · ej . (2.3)

Comparing (2.3) with the definition of the dot product

a · b = |a| |b| cos^(a, b) , (2.4)

and recalling from (2.1) that the base vectors are unit vectors we can conclude that the coef-

ficients Λij are in fact the direction cosines of the vectors ti relative to ej and can be written

collectively as the orientation matrix or the rotation matrix Λ. Also, using (2.2) and (2.3)

we get

δij = ti · tj = Λikek · tj = ΛikΛjk = Λi1Λj1 + Λi2Λj2 + Λi3Λj3 , (2.5)

which reveals that ΛT is the inverse of Λ

ΛΛT =


Λ11 Λ12 Λ13

Λ21 Λ22 Λ23

Λ31 Λ32 Λ33




Λ11 Λ21 Λ31

Λ12 Λ22 Λ32

Λ13 Λ23 Λ33

 =


Λ1kΛ1k Λ1kΛ2k Λ1kΛ3k

Λ2kΛ1k Λ2kΛ2k Λ2kΛ3k

Λ3kΛ1k Λ3kΛ2k Λ3kΛ3k

 =


1 0 0

0 1 0

0 0 1

 ,

(2.6)

i.e. the orientation matrix is orthogonal

Λ−1 = ΛT ⇔ ΛΛT = ΛTΛ = I . (2.7)
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e2

e3

e1
O

Figure 2.2: Frame – orthogonal vector basis at a known origin

Taking the determinant of (2.6) we get

det (ΛΛT ) = det Λ det ΛT = det I ⇔ (det Λ)2 = 1 ⇒ det Λ = ±1 ,

but we limit our attention only to such matrices Λ which have a positive unit determinant

det Λ = +1 , (2.8)

which corresponds to the case of pure rotation of the basis (i.e. the right-handedness of the

basis is preserved) [63]. Such matrices are also called proper orthogonal, but throughout this

thesis, and especially with respect to the matrix group theory given in Section 2.2, we refer

to these matrices as special orthogonal as they in fact form the special orthogonal group

SO(3) [3].

An orthonormal basis together with a placement of its origin uniquely determines the position

and the orientation of an observer and is throughout this work referred to as a frame (shown in

Figure 2.2). The orientation matrix is used to define the orientation of one frame with respect

to another as it will be demonstrated in following subsections.

2.1.2 Spatial and material description

The description of any vector can be expressed with respect to a material or a spatial frame.

First we introduce the material frame, {Ei} (also called the body frame), which is rigidly

attached to an observed body at a particular point (see Figure 2.4). The notion of a material

frame comes as particularly useful in continuum mechanics, where it is often convenient to

express physical quantities of interest in some reference configuration rather than the current

configuration [64]. However, in order to analyse the motion of a body, the material frame needs

to be mapped into the ambient space. To do so, we first introduce the inertial frame defined

by the fixed origin O in space and the fixed orthonormal basis {ei}. Then, we introduce a

moving frame, attached to the moving body, with origin P and the moving orthonormal basis
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Bernoulli hypothesis
Cross-section warping

Figure 2.3: Beam deformation

{ti}. If, for the sake of simplicity, we take that {Ei} and {ei} to coincide, any configuration of

a beam1 in ambient space is fully defined with r as its position vector defined as the position

of P with respect to O, and Λ as its orientation matrix which is defined as the rotation of

the moving basis with respect to the inertial basis, using (2.2) as

ti = Λei . (2.9)

This is the relationship which enables us to relate the so-called spatial and material objects (i.e.

the physical fields with either the body or the space as the domain) using the pull-back/push-

forward mappings with the orthogonal transformation Λ [2,65] as illustrated in Figure 2.5 for an

arbitrary spatial vector b. Here and throughout the thesis, the material vectors will be denoted

with upper case boldface letters and the spatial ones with lower-case boldface letters. General

relationship between a spatial vector b and its material counterpart B is given as

B = ΛTb ⇔ b = ΛB . (2.10)

To illustrate this relationship we consider a vector b in the ambient space (Figure 2.5). Its

components with respect to the inertial frame {ei} are bi so that b = biei. Its components

with respect to the material frame {Ei} are Bi so that B = BiEi = Biei. Using (2.9) we have

b = ΛB = BiΛEi = Biti, which means that the vector B is merely a “rotated version” of b

by ΛT , i.e. the scalar components Bi of this vector with respect to basis {Ei} are equal to the

scalar components of vector b with respect to basis {ti} [2, 65].

1A distintion between a body and a beam must be made at this point. A beam is such a body with one
dimension (length) dominant to other two (height and width). In such a manner we can define the beam via
only one parameter – its arc length x and define the cross section as a function of x. The fact that the length
of the beam is much greater thatn its cross-sectional dimensions is a foundation for the assumption that the
cross-sections remain planar during motion, i.e. the Bernoulli hypothesis is valid as illustrated in Figure 2.3.
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E2

E3

E1

Figure 2.4: Body with the attached material frame

B1

B2

Ei = ei

B

B1

B2

ti

bb2

b1

Λ

ΛT

Figure 2.5: The pull-back/push-forward mapping of b to B and vice-versa via the orthogonal
transformation ΛT / Λ
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Velocities Given the position vector r of a point of a body, its translational velocity is a

spatial object defined as its infinitesimal change in time

v =
d

dt
r = ṙ . (2.11)

The infinitesimal change of the orientation matrix in time yields [66,67]

Λ̇ = “wΛ , (2.12)

with “w = w× = Λ̇ΛT as the skew-symmetric matrix corresponding to the cross product by a

vector w. That this matrix in (2.12) is indeed skew-symmetric follows by noting that ΛΛT =

I ⇒ ˙Ä
ΛΛT

ä
= 0. Since

˙Ä
ΛΛT

ä
= Λ̇ΛT + ΛΛ̇

T
= Λ̇ΛT +

Ä
Λ̇ΛT

äT
, it follows that “w = Λ̇ΛT =

−
Ä
Λ̇ΛT

äT
= −“wT . To qualify this vector physically, let us take the time derivative of (2.9) to

get

ṫi = Λ̇ei + Λėi︸︷︷︸
0

,

where we note that the time derivative of ei is zero because basis {ei} is fixed. Then, using

(2.12), we get

ṫi = “wΛei = “wti = w × ti , (2.13)

which reveals that the vector w is in fact the spatial angular velocity, as the definition of the

cross product is that it rotates a vector – the infinitesimal change of vector ti in time results

with a rotated vector ti by w.

2.1.3 Fixed-pole and spatial description

When Borri and Bottasso developed their helicoidal interpolation [7], they also introduced the

fixed-pole description of kinematic quantities. In later publications, Bottasso and Borri [10] and

Borri and co-workers [11] presented the fixed-pole concept by relating two definitions of velocity.

They started from the definition of the position vector r, as the position of point P with respect

to point O. Naturally, we express this vector with respect to the basis of the inertial frame,

using scalar components as r = riei. However, we may express this same vector using the basis

of the moving frame {ti} and its adequate scalar components as r = Riti. Since these are merely

two descriptions of the same vector r we can write

r = riei = Riti . (2.14)
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Taking the time derivative of (2.14) gives

v = ṙ = ṙiei + riėi︸︷︷︸
0

= Ṙiti +Riṫi . (2.15)

The left hand side of (2.15) is equal to the definition of the spatial translational velocity (2.11).

In the right-hand side of (2.15), we use (2.13) to compute the derivative of the moving basis

{ti}, which leads to

v = ṙiei = Ṙiti + “wRiti .
This can, after recognising (2.14) and introducing v = Ṙiti, be written as

v = v + w × r . (2.16)

The “new” velocity v is called the fixed-pole velocity [10, 11]. It is the time derivative of

the position taken by an observer rigidly attached to the moving frame {ti}. Both v and v are

spatial quantities, but we refer to the former as the spatial velocity and to the latter as the

fixed-pole velocity.

Since the angular velocity w of the moving triad does not depend on the position vector r,

it is defined in the same way regardless where the observer taking the time derivative is. In that

sense, the fixed-pole angular velocity is equal to the spatial angular velocity

w = w . (2.17)

Combining (2.16) and (2.17) by stacking them into a generalised velocities vector we get the

relationship between the fixed-pole and spatial translational and angular velocitiesv

w

 =

I r̂

0 I


v

w

 . (2.18)

The matrix in (2.18) was termed the transport operator by Bottasso and Borri [10].

2.1.4 Fixed-pole and material description: the configuration tensor

Relationship (2.10) may be used to define material counterparts of our spatial translational and

angular velocities. Substituting it in (2.18) we get the relationship between the fixed-pole, the
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spatial and the material velocities defined in this way asv

w

 =

I r̂

0 I


v

w

 =

I r̂

0 I


Λ 0

0 Λ


V

W

 . (2.19)

Remark 1. The nomenclature used here is not in full accordance with the one used in [64]

where the infinitesimal change of a position in time is termed the material velocity.

We emphasise here that the standard duality of spatial vs. material description is now

enriched and becomes a trinity of the fixed-pole, spatial and material description. Here we

introduce the configuration tensor [10]

C =

I r̂

0 I


Λ 0

0 Λ

 =

Λ r̂Λ

0 Λ

 , (2.20)

which relates the fixed-pole kinematic quantities to the material ones. Introducing the fixed-pole

and material 6D vectors of generalised velocities

ω =

v

w

 and Ω =

V

W

 , (2.21)

relationship (2.19) may be written in a more compact form as

ω = CΩ ⇔ Ω = C−1ω , (2.22)

with

C−1 =

ΛT 0

0 ΛT


I −r̂

0 I

 =

ΛT −ΛT r̂

0 ΛT

 . (2.23)

We note here that this relationship is valid for any vectorial quantity, i.e. in the same way in

which the relationship (2.10) relates spatial and material objects, (2.22) relates fixed-pole and

material objects.

Relationship between velocities and time derivative of the configuration tensor

Taking the time derivative of (2.20) while making use of (2.12) we have

Ċ =

Λ̇ ̂̇rΛ + r̂Λ̇

0 Λ̇

 =

“w ̂̇r + r̂“w
0 “w 

Λ 0

0 Λ

 ,
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which, after noting that r̂“w − “wr̂ = ÷r×w, turns into

Ċ =

“w ̂̇r + ÷r×w

0 “w 
I r̂

0 I


Λ 0

0 Λ

 =

“w v̂

0 “wΛ r̂Λ

0 Λ

 , (2.24)

where the first matrix in the right-hand side is called the rate tensor [11]. Introducing the

generalised cross product (or as Borri and Bottasso [7] named it – the “north-east cross

product”) of a general 6D vector a = 〈aT1 aT2 〉T , where a1, a2 are 3D vectors, as

Êa =

â2 â1

0 â2

 , (2.25)

the above result (2.24) can be written as

Ċ = ÁωC , (2.26)

which can be interpreted as a generalisation of the relationship between the time derivative

of the orientation matrix and the angular velocity (2.12). Furthermore, analogously to w =

ΛW ⇔ “w = Λ”WΛT = ’ΛW, as shown in (A.1) we have

ω = CΩ ⇔ Áω = CÁΩC−1 = ÎCΩ , (2.27)

which enables us to write the time derivative of the configuration tensor with respect to the

material velocities as

Ċ = CÁΩ . (2.28)

Remark 2. As it was shown in [11], configuration tensor (2.20) is merely a matrix representation

of the special Euclidean group SE(3) [68]. Another possible matrix representation of SE(3) is a

4D configuration tensor given as

C4 =

 Λ r

0T3×1 1

 . (2.29)

Taking the time derivative of (2.29) reveals a result similar to (2.24), i.e.

Ċ4 =

 “w v

0T3×1 1


 Λ r

0T3×1 1

 , (2.30)

with the first matrix in the right-hand side as the 4D version of the rate tensor. It is very

important to note that while there exists a certain analogy between (2.30) and (2.24) – the
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particular form of the configuration tensor is in both cases pre-multiplied by a corresponding

rate tensor – with the 4D representation there is no analogue result to (2.22). This is the

reason why Bottasso and Borri [10] and Borri and co-workers [11] found the 6D version of the

configuration tensor (2.20) more suitable, despite its being less compact then (2.29).

2.2 Matrix Lie groups

2.2.1 Properties of groups

Definition 1. [3] A group is a set G, together with a map of G ×G into G (denoted g1 ∗ g2)

with the following properties:

• Closure. For all g1, g2 ∈ G,

g1 ∗ g2 ∈ G

• Associativity. For all g1, g2, g3 ∈ G,

g1 ∗ (g2 ∗ g3) = (g1 ∗ g2) ∗ g3

• Identity element. There exists an identity element e ∈ G such that for all g ∈ G,

g ∗ e = e ∗ g = g

• Inverse element. There exists an inverse element g−1 ∈ G for all g ∈ G such that

g ∗ g−1 = g−1 ∗ g = e

If g ∗ h = h ∗ g for all g, h ∈ G, then the group is said to be commutative (or abelian).

Definition 2. [3] A subgroup of a group G is a subset H of G with the following properties:

• The identity is an element of H;

• If h ∈ H then h−1 ∈ H;

• If h1, h2 ∈ H, then h1 ∗ h2 ∈ H

Examples of groups range from the trivial group i.e. a set with one element, sets of integers

with group operation of addition and so on.
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Remark 3. Definition 1 and Definition 2 are valid in general group theory. However, we

emphasise here that some parts of the group theory presented from this point on are valid only

for matrix groups. The main reason for considering only matrix groups is to avoid abstract

manifold theory and therefore simplify definition of the Lie algebra [3], but also the fact that the

groups of our interest are matrix groups anyway (the special orthogonal group and the special

group of rigid motions).

2.2.2 General linear group GL(n) and some of its interesting subgroups

The group formed of a set of all n× n (where n is any positive integer) invertible matrices with

real entries and the operation of matrix multiplication is called the general linear group,

GL(n). Let us check the group properties:

• Closure

For any two invertible matrices A, B ∈ GL(n), their product AB ∈ GL(n) is invertible

since (AB)−1 = B−1A−1

• Associativity.

Matrix multiplication is associative: A(BC) = (AB)C;

• Identity element

Identity matrix I defined as an n×nmatrix with unities on the diagonal and zeros elsewhere

is the identity element: AI = IA = A

• Inverse element.

By definition, an invertible matrix has an inverse.

In the following we present some interesting subgroups of GL(n). They all satisfy the conditions

given in Definition 1 and Definition 2, therefore they indeed are groups and are subgroups of

GL(n).

The special linear group SL(n)

A set of all n × n real matrices with the determinant equal to +1 is called the special linear

group, SL(n). Since any matrix with non-zero determinant is invertible, SL(n) is a subgroup

of GL(n).
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The special orthogonal group SO(n)

A subset of SL(n) of all the n × n real matrices with a positive unit determinant is called

the special orthogonal group, SO(n). In the geometrical sense the elements of the special

orthogonal group represent pure rotations2. We now limit our attention to two special cases:

n = 2 and n = 3. If n = 2 we have SO(2) i.e. the group of rotations in 2D. If n = 3, SO(3) is

the group of rotations in 3D – the orientation matrix as given in Section 2.1 is an element of

this group.

The special group of rigid motions SR(6)

As it was shown by Bottasso and Borri [10], the configuration tensor (2.20) and an orientation

matrix share many analogies. They all stem from the fact that the configuration tensor is also

an element of a group. This group was named “the special group of rigid motions” by Bottasso

and Borri and here we consider only the specific case of our interest, i.e. the 6D case. To show

that SR(6) is a group, we first check if matrices of the form (2.20) satisfy conditions given in

Definition 1. Matrix multiplication is associative by definition. The identity element exists

on the group as a 6 × 6 identity matrix (just imagine a case when r = 0 and Λ = I). The

inverse element of C existsΛ r̂Λ

0 Λ


−1

=

ΛT −ΛT r̂

0 ΛT

 =

ΛT −‘ΛT rΛT

0 ΛT

 ,
and remains on the group (because ΛT r̂ = ΛT r̂ΛΛT =

‘
ΛT rΛT ). And finally to check closure

we multiply two matrices C1 and C2Λ1 r̂1Λ1

0 Λ1


Λ2 r̂2Λ2

0 Λ2

 =

Λ1Λ2 Λ1r̂2Λ2 + r̂1Λ1Λ2

0 Λ1Λ2

 =

Λ1Λ2

(’Λ1r2 + r̂1

)
Λ1Λ2

0 Λ1Λ2

 ,
and, noting that Λ1r̂2Λ2 = Λ1r̂2Λ

T
1 Λ1Λ2 = ’Λ1r2Λ1Λ2, see that their product also remains on

the group. Furthermore, the determinant of matrices in SR(6) is

det

Λ r̂Λ

0 Λ

 = det Λ det Λ = +1 , (2.31)

since Λ ∈ SO(3), which means that SR(6) is a subgroup of SL(6).

2A group representing both rotations and reflections is a subgroup of GL(n) of all the n×n real matrices with
determinant equal to ±1, called the orhtogonal group, O(n).
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2.2.3 Lie groups, Lie algebras and the matrix exponentials

Definition 3. [3] A Lie group is a differentiable manifold G which is also a group and such

that the group product G×G→ G and the inverse map g → g−1 are differentiable.

It follows from the definition of the general linear group (and consequently, all of its sub-

groups) that both the group product and the group inverse (since for any A ∈ GL(n), det A 6= 0)

are infinitely many times continuously differentiable thus making the group a differentiable man-

ifold. This means that the general linear group and its subgroups are also Lie groups [3].

Definition 4. [3] A finite dimensional Lie algebra is a finite-dimensional vector space g together

with a map [·, ·] from g× g→ g, with the following properties:

1. [·, ·] is bilinear.

2. [X, Y ] = −[Y, X] for all X, Y ∈ g

3. [X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y ]] = 0 for all X, Y, Z ∈ g.

The property 2 in Definition 4 defines an additional structure, an operation called the Lie

bracket which is a law of composition that is not associative. However, this law of composition

does satisfy the Jacobi identity (property 3 od Definition 4) which is a substitute for the

associative law [3].

Definition 5. [3] Let G be a matrix Lie group. The Lie algebra of G, denoted g, is the set

of all matrices X such that etX is in G for all real numbers t.

Here we use Definition 5 to present the relationship between a Lie group and a Lie algebra

via matrix exponential and show how is the internal structure of a Lie algebra determined for

previously shown subgroups of GL(n). In order to define a Lie algebra, the matrix exponential

first must be introduced because it plays a crucial role in the theory of Lie groups – it is

the mechanism for passing information from the Lie algebra to the Lie group. Since many

computations are done much more easily at the level of the Lie algebra, the exponential is

indispensable in studying matrix Lie groups [3]. For any real or complex n × n matrix A, the

matrix exponential is given as an infinite series

exp A :=
∞∑
k=0

Ak

k!
. (2.32)
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The series (2.32) converges for any real or complex n × n matrix A and is also a continuous

function of A [3]. For an element of a matrix Lie group, an n×n matrix, there always exists an

element in a corresponding Lie algebra, a. These two are related via exponential mapping

via map exp : a→ SO(3).

Lie algebra so(3)

Consider a matrix Λε ∈ SO(3) close to identity, i.e.

Λε = I + εX ,

where ε is an infinitesimally small positive number and X is a 3 × 3 matrix representing an

element in the Lie algebra for the group SO(3). Using the condition of orthogonality Λ−1
ε = ΛT

ε

we can write ΛεΛ
T
ε = I so that

(I + εX)(I + εX)T = I ,

from where

I + ε(X + XT ) = I ,

since ε is infinitesimally small. This shows that X+XT = 0, i.e. X = −XT , therefore X is a 3×3

skew-symmetric matrix. Since we have already introduced the notation for skew-symmetric

matrices using a superimposed hat we identify X with “ψ i.e.

X = “ψ = −“ψT =


0 −ψ3 ψ2

ψ3 0 −ψ1

−ψ2 ψ1 0

 ⇔ ψ =


ψ1

ψ2

ψ3


. (2.33)

Obviously, a 3×3 skew-symmetric matrix has three independent parameters ψ1, ψ3, ψ3, forming

a vector ψ, an element of the vector space R3 with an additional operation of the vector product.

This vector space is thus also an algebra, in particular a Lie algebra with the vector product

as the Lie bracket, which is topologically equivalent to so(3). This correspondence between the

dimension of a Lie algebra and the number of parameters for orthogonal groups happens only

in the 3D case.
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Lie algebra so(1)

Now we consider a planar case, i.e. a matrix Λε ∈ SO(2) close to identity and by the same token

as before arrive at

X = θ̂ =

0 −θ

θ 0

 . (2.34)

Obviously, the element of the Lie algebra for SO(2) has only one independent parameter. We

thus denote it with so(1), a Lie algebra topologically equivalent to the algebra of real numbers.

As a consequence, Λ(θ1)Λ(θ2) = Λ(θ1 + θ2), i.e. the rotational parameters are additive

(and therefore commutative)cos θ1 − sin θ1

sin θ1 cos θ1


cos θ2 − sin θ2

sin θ2 cos θ2

 =

cos(θ1 + θ2) − sin(θ1 + θ2)

sin(θ1 + θ2) cos(θ1 + θ2)

 ,
which is a specific property of planar rotations that does not exist in 3D. Although seemingly

contradictory, the fact that the Lie group SO(2) has a corresponding Lie algebra which is one-

dimensional, is in fact in agreement with a rotation in plane, which is completely defined by a

twist around a normal to the plane.

Lie algebra sr(6)

Consider a matrix Cε ∈ SR(6), close to identity

Cε = I + εX , (2.35)

where ε is an infinitesimally small positive number and X is a 6 × 6 matrix representing a Lie

algebra for the group SR(6). Since by definition, the determinant of matrices in SR(6) is equal

to +1, taking the determinant of (2.35) we have

det Cε = det I + ε det X = +1 .

However, we cannot use the same procedure as when finding the Lie algebra of the SO(n) group.

This is because C−1
ε 6= CT

ε , i.e. we cannot use the property of orthogonality as in the previous

cases. To deduce the form of X, we must look into the blockwise structure of matrices in SR(6)
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as given in (2.20) and write it close to identity as

Cε =

Λε r̂εΛε

0 Λε

 . (2.36)

Using (2.33) and introducing r̂ε = ερ̂, we can rewrite the above result as

Cε =

I + ε“ψ ερ̂
Ä
I + ε“ψä

0 I + ε“ψ  =

I 0

0 I

+ ε

“ψ ρ̂

0 “ψ+ ε2

0 ρ̂“ψ
0 0

 .
Since ε is infinitesimally small,

Cε =

I 0

0 I

+ ε

“ψ ρ̂

0 “ψ . (2.37)

Comparing (2.37) and (2.35) reveals that the corresponding Lie algebra has the same blockwise

form as does the generalised cross product introduced in Section 2.1.4, i.e. instead of X we can

use Êν as

X = Êν =

“ψ ρ̂

0 “ψ ⇔ ν =

ρψ
 . (2.38)

Since both “ψ and ρ̂ are 3 × 3 skew-symmetric matrices, each of them has three independent

parameters as shown in (2.33). This means that the Lie algebra corresponding to the Lie group

SR(6) has six independent parameters, i.e. the Lie algebra sr(6) corresponds to the Lie group

SR(6). This reveals an analogy between the Lie groups SR(6) and SO(3), which both have the

corresponding Lie algebras of a dimension equal to the number of group parameters.

2.3 Vectorial parametrisations of motion

We begin this section with a quote by Bauchau and Trainelli [69]:

In fact, rotation may be described as the motion of a point on a three-dimensional

non-linear manifold, the Lie group of special orthogonal transformations of the three-

dimensional space. The various parametrisations of rotation are, in differential ge-

ometry terminology, different charts available for this particular manifold.

These “charts” have been well researched (see eg. [50,69–71]) and can roughly be divided into two

categories, depending on what the actual parameter is – a vector or a quaternion, although

other parametrisations are also possible [50, 56]. In the course of this thesis we focus on the
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vectorial parametrisation. We give a detailed description of vectorial parametrisation of rotation

and follow an analogous procedure to define a vectorial parametrisation of complete motion as

presented in [10].

2.3.1 Vectorial parametrisation of rotation

The vector ψ in (2.33) is (in the context of three dimensional rotations) called the rotational

vector and it represents the simplest vectorial parameter of rotation. Two orientations repre-

sented with orientation matrices, Λ0 and Λ, are related via exponential map of “ψ as

Λ = exp“ψΛ0 , (2.39)

where the exponential map of “ψ is written using (2.32) as

exp“ψ = I + “ψ +
1

2
“ψ2

+
1

6
“ψ3

+
1

24
“ψ4

+ . . . . (2.40)

The fact that the three-dimensional skew-symmetric matrices have recursive properties“ψ2k−1
= (−1)k−1ψ2(k−1)“ψ ,“ψ2k
= (−1)k−1ψ2(k−1)“ψ2

,

(2.41)

which can easily be confirmed by a direct calculation, enables us to rewrite (2.40) as

exp“ψ = I +

Å
1− 1

3!
ψ2 +

1

5!
ψ4 − 1

7!
ψ6 + . . .

ã “ψ+

+

Å
1

2!
− 1

4!
ψ2 +

1

6!
ψ4 − 1

8!
ψ6 + . . .

ã “ψ2
. (2.42)

The infinite sums in the parentheses are in fact series expansions of the following functions

sinψ

ψ
=
∞∑
n=0

(−1)n

(2n+ 1)!
ψ2n , (2.43)

1− cosψ

ψ2
=
∞∑
n=0

(−1)n

(2n+ 2)!
ψ2n . (2.44)

Consequently, we conclude that the exponential map of elements in so(3) has a closed form

exp“ψ = I + α1
“ψ + α2

“ψ2
, (2.45)

where

α1 =
sinψ

ψ
, and α2 =

1− cosψ

ψ2
. (2.46)
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Expression (2.45) is in literature often referred to as the Rodrigues formula [72] and it represents

one of the most used parametrisations of rotations. The same result can be obtained using pure

geometrical observations, as Agryris did in [73].

Variation of the orientation matrix The variation of the orientation matrix Λ is defined

as its directional derivative in the direction of a superimposed infinitesimally small perturbation

δϑ (usually termed the spin vector) as

δΛ =
d

dε

∣∣∣∣
ε=0

Λε =
d

dε

∣∣∣∣
ε=0

exp
Ä
ε”δϑäΛ = δϑ̂Λ , (2.47)

due to (A.5) derived in Appendix A.2.1. Also, we may vary (2.39) as

δΛ = δ
Ä
exp“ψäΛ0 . (2.48)

Then, combining (2.47) and (2.48) as demonstrated in Appendix A.2.2 we get

δϑ = H(ψ)δψ , (2.49)

as the relationship between the spin vector δϑ and the variation of the rotational vector ψ, with

the function H(ψ) and its inverse obtained as

H(ψ) = I + β1
“ψ + β2

“ψ2
, (2.50)

H−1(ψ) = I + γ1
“ψ + γ2

“ψ2
, (2.51)

where

β1 =
1− cosψ

ψ2
, β2 =

ψ − sinψ

ψ3
,

γ1 = −1

2
, γ2 =

1

ψ2

Å
1− 1

2

ψ sinψ

1− cosψ

ã
.

(2.52)

Remark 4. Although δψ follows as the variation of the rotational vector ψ, the spin vector δϑ

does not follow from the variation of ϑ (existence of such ϑ is never implied), but from the

variation of Λ (2.47). We also note that the analogy of results (2.12) and (2.47).

2.3.2 Vectorial parametrisation of complete motion

In analogy to the previous case, we start by defining the parameter of complete motion. Using

(2.38) we can define a parameter of complete motion as ν =

≠
ρT ψT

∑T
, with ψ as the rota-

tional vector and ρ as a quantity which will be defined after the closed form of the exponential
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map is deduced. Using (2.32), we write the exponential map of matrices in sr(6) as

exp Êν = I + Êν +
1

2
Êν2 +

1

6
Êν3 +

1

24
Êν4 +

1

120
Êν5 +

1

720
Êν6 + . . . (2.53)

The powers of elements of sr(6) (matrix Êν) also have recursive properties. This is the foundation

upon which Bottasso and Borri [10] derived the closed form of the exponential map of matrices

in sr(6), which we present here in detail. We calculate the first four odd powers of Êν while also

using (2.41) and get the following results

Êν =

“ψ ρ̂

0 “ψ ,Êν3 = −ψ2

“ψ ρ̂

0 “ψ− 2 (ρ ·ψ)

0 “ψ
0 0

 ,

Êν5 = ψ4

“ψ ρ̂

0 “ψ+ 4ψ2 (ρ ·ψ)

0 “ψ
0 0

 ,

Êν7 = −ψ6

“ψ ρ̂

0 “ψ− 6ψ4 (ρ ·ψ)

0 “ψ
0 0

 , . . .

(2.54)

which can be written in a general form as

Êν2n−1 = (−1)n−1ψ2(n−1)

“ψ ρ̂

0 “ψ+ 2(n− 1)(−1)n−1ψ2(n−2) (ρ ·ψ)

0 “ψ
0 0

 , n = 2, 3 . . .

(2.55)

Then, we calculate the first four even powers of Êν while also using (2.41) and get the following

results Êν2 =

“ψ2
ρ̂“ψ + “ψρ̂

0 “ψ2

 ,

Êν4 = −ψ2

“ψ2
ρ̂“ψ + “ψρ̂

0 “ψ2

− 2 (ρ ·ψ)

0 “ψ2

0 0

 ,

Êν6 = ψ4

“ψ2
ρ̂“ψ + “ψρ̂

0 “ψ2

+ 4ψ2 (ρ ·ψ)

0 “ψ2

0 0

 ,

Êν8 = −ψ6

“ψ2
ρ̂“ψ + “ψρ̂

0 “ψ2

− 6ψ4 (ρ ·ψ)

0 “ψ2

0 0

 , . . .

(2.56)
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which can similarly be written in a general form as

Êν2n = (−1)n−1ψ2(n−1)

“ψ2
ρ̂“ψ + “ψρ̂

0 “ψ2

+ 2(n− 1)(−1)n−1ψ2(n−2) (ρ ·ψ)

0 “ψ2

0 0

 , n = 2, 3, . . .

(2.57)

Substituting (2.55) and (2.57) into (2.53) we get

exp Êν = I +

Ç
1− ψ2

3!
+
ψ4

5!
− ψ6

7!
+
ψ8

9!
− . . .

å“ψ ρ̂

0 “ψ+

+

Ç
1

2
− ψ2

4!
+
ψ4

6!
− ψ6

8!
+
ψ8

10!
− . . .

å“ψ2
ρ̂“ψ + “ψρ̂

0 “ψ2

+

+

Ç
− 2

3!
+

4ψ2

5!
− 6ψ4

7!
+

8ψ6

9!
− . . .

å
(ρ ·ψ)

0 “ψ
0 0

+

+

Ç
− 2

4!
+

4ψ2

6!
− 6ψ4

8!
+

8ψ6

10!
− . . .

å
(ρ ·ψ)

0 “ψ2

0 0

 . (2.58)

The sums of the infinite series in the parentheses above are

1− ψ2

3!
+
ψ4

5!
− ψ6

7!
+
ψ8

9!
− · · · =

∞∑
n=0

(−1)nψ2n

(2n+ 1)!
= α1 ,

1

2
− ψ2

4!
+
ψ4

6!
− ψ6

8!
+
ψ8

10!
− · · · =

∞∑
n=0

(−1)nψ2n

(2n+ 2)!
= α2 ,

− 2

3!
+

4ψ2

5!
− 6ψ4

7!
+

8ψ6

9!
− · · · =

∞∑
n=0

2(n+ 1)(−1)n+1ψ2n

(2n+ 3)!
= −α2 + β2 ,

− 2

4!
+

4ψ2

6!
− 6ψ4

8!
+

8ψ6

10!
− · · · =

∞∑
n=0

2(n+ 1)(−1)n+1ψ2n

(2n+ 4)!
=
α1 − 2α2

ψ2
,

which means we can rewrite (2.58) in a closed form as

exp Êν =

exp“ψ Q(ν)

0 exp“ψ , (2.59)

with

Q(ν) = α1ρ̂+ α2(ρ̂“ψ + “ψρ̂)− (α2 − β2) (ψ · ρ)“ψ +
α1 − 2α2

ψ2
(ψ · ρ)“ψ2

. (2.60)

As it is shown in Appendix A.2.3, (2.60) can be written in a more compact form as

Q(ν) = ◊�H(ψ)ρ exp“ψ . (2.61)
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We have now shown that the exponential map of matrices in sr(6) has a closed form. The

next step is to deduce what exactly is the upper part of the parameter of the configuration,

ρ. Since two configurations defined by configuration tensors C0 and C are related via the

exponential map (2.59) of ν, we can writeΛ r̂Λ

0 Λ

 = exp Êν Λ0 r̂0Λ0

0 Λ0

 =

exp“ψ Q(ν)

0 exp“ψΛ0 r̂0Λ0

0 Λ0

 . (2.62)

Equating the upper-right blocks gives

r̂Λ =
Ä
exp“ψr̂0 + Q(ν)

ä
Λ0 ,

from where it follows

r̂ =
Ä
exp“ψr̂0 + Q(ν)

ä
Λ0Λ

T
0 (exp“ψ)T

= exp“ψr̂0(exp“ψ)T + ◊�H(ψ)ρ exp“ψ(exp“ψ)T .

Since both sides of the equation are skew-symmetric we finally have

r = exp“ψr0 + H(ψ)ρ , (2.63)

from where we get ρ as

ρ = H−1(ψ)
Ä
r− exp“ψr0

ä
= H−1(ψ)r−H−T (ψ)r0 , (2.64)

because, due to (A.13), H−1(ψ) exp“ψ = H−T (ψ). Finally we have

ν =

H−1(ψ)r−H−T (ψ)r0

ψ

 (2.65)

completely defined as the topological equivalent to the corresponding element Êν of the Lie algebra

sr(6) which we will call the configuration parameter or the vectorial parameter of complete

motion.

Variation of the configuration tensor The variation of C is its directional derivative in

the direction of a superimposed infinitesimally small perturbation δς =
¨
δξT δϑT

∂T
which we
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term the configurational spin vector as

δC =
d

dε

∣∣∣∣
ε=0

Cε =
d

dε

∣∣∣∣
ε=0

exp εËδςC = ËδςC , (2.66)

due to (A.5), as well as (A.15) and (A.16) derived in Appendix A.2.4. Also, we may vary the

relationship C = exp ÊνC0 as

δC = δ (exp Êν) C0 . (2.67)

Then, combining (2.66) and (2.67) as demonstrated in Appendix A.2.5 we get

δς = H6(ν)δν , (2.68)

as the relationship between the configurational spin vector δς and the variation of the configu-

ration vector ν, with the function H6(ν) derived as

H6(ν) =

H(ψ) B(ν)

0 H(ψ)

 , (2.69)

and function B(ν) derived as (see Appendix A.2.5)

B(ν) = α2ρ̂+
α1 − 2α2

ψ2
(ρ ·ψ)“ψ +

α2 − 3β2

ψ2
(ρ ·ψ)“ψ2

+ β2

Ä“ψρ̂+ ρ̂“ψä (2.70)

Remark 5. Although δν follows as the variation of the configuration vector ν, the configu-

rational spin vector δς does not follow from the variation of ς (existence of such ς is never

implied), but from the variation of C (2.66). We also note that the analogy of results (2.26) and

(2.66).



Chapter 3

Geometrically exact 3D beam theory

and finite-element discretisation:

material, spatial and fixed-pole

approach

In order to formulate a beam problem, three sets of equations are required. Kinematic equa-

tions are the equations which relate the strain measures to the displacements and rotations.

Constitutive equations relate the strain measures to the stress resultants via a constitutive

law. In this dissertation the emphasis is on geometrical non-linearity, so the constitutive law

is taken as linear. The final set of equations are the equations of motion which are derived

from the Newton’s second law of motion which states that the acceleration of a body is directly

proportional to, and in the same direction as the force acting on that body and inversely propor-

tional to the mass of the body. In order to make use of this law in terms of spatial beam theory,

we must apply it to all the forces and accelerations that act at a cross-section of the beam. The

equations of motion can be given in their strong form, which means that they are given as

differential equations, or in their weak form, which means they are given as an integral over a

specified domain. The latter is a suitable form for employing the finite element method [74].

The general concept of obtaining the weak form is that the differential equations of motion

are dot multiplied by some arbitrary test functions, which are (i) continuous, (ii) at least once

continuously differentiable and (iii) identically equal to zero at all co-ordinates x with prescribed

29
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essential (kinematic) boundary conditions [74]. This approach is equivalent to formulating the

well-known virtual work principle in which we do not need to know the strong form of equations

of motion, and where the set of arbitrary test functions are identified with admissible variations of

the system unknowns, i.e. the infinitesimally small perturbations of displacements and rotations,

which we call the virtual displacements and rotations.

3.1 Standard approach

We first consider the theory given by Simo in [2] and its finite-element implementation given by

Simo and Vu-Quoc in [4], which we here refer to as the standard approach. In this section we

give an overview of this theory concluding in the nodal dynamic residual which makes a basis

for a finite-element solution procedure.

3.1.1 Kinematic and constitutive equations

The basic kinematic assumption which enables the formulation of the beam as a 1D problem is

the Bernoulli hypothesis which states that the plane cross sections remain planar after defor-

mation and retain their shape and area. With this assumption, we can identify the beam with

the line of cross section centroids (in this case, initially straight) called the reference axis.

Then, the position vector of an arbitrary point (x, y, z) in the deformed beam continuum can

be expressed as [2, 51]

r(x, y, z) = r(x) + Λ(x)


0

y

z


, (3.1)

with r(x) as the position vector of a reference axis at the cross section and Λ(x) as the orientation

matrix defining the orientation of the orthonormal triad {ti} at the cross section.

The spatial translational and rotational strain measures are derived in [2] by evaluating the

internal power (stress power) which is equal to the integral of the inner product of the Piola-

Kirchhoff stress tensor and the deformation gradient [75] and is equivalent to the virtual work of

the internal forces with the translational and angular velocities taken as the virtual displacements

and rotations. The kinematic assumption (3.1) enabled Simo to reduce the general 3D expression

of the internal power which resulted in the appropriate definition of strain measures conjugate

to the resultant force and moment in the spatial as in the fully material description [2]. The
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spatial translational and rotational strain measures follow as

γ = r′ − t1 (3.2)

κ̂ = Λ′ΛT , (3.3)

where γ = 〈ε γ2 γ3〉T is the spatial vector of translational strains consisting of one axial (ε)

and two shear (γ2, γ3) strains, while κ = 〈κ1 κ2 κ3〉T is the spatial vector of rotational strain

measures with one torsional (κ1) and two bending (κ2, κ3) strains. Their material counterparts

are obtained using (2.10) as

Γ = ΛTγ = ΛT r′ −E1 , (3.4)“K = ΛT κ̂Λ = ΛTΛ′ . (3.5)

When developing the geometrically exact planar beam theory, Reissner [1] derived the material

strain measures from the stipulation that the virtual work equation and the equations of motion

are valid independently. Crisfield and Jelenić [47] have used this principle to derive the 3D

material strain measures and this approach is presented in Appendix A.3.

A linearly elastic material is considered, where the material stress and stress-couple resultants

are defined as N

M

 = D

Γ

K

 , (3.6)

with

D =

CN 0

0 CM

 ,
as well as

CN =


EA1 0 0

0 GA2 0

0 0 GA3

 and CM =


GJ 0 0

0 EI2 0

0 0 EI3

 ,

as the translational and rotational constitutive matrices. Here, A1, A2, A3 denote the cross-

sectional and shear areas and J, I2, I3 denote the torsional constant and cross-sectional second

moments of area, while G and E are the shear and Young’s modulus, respectively. The consti-

tutive matrices are, obviously, constant for a linear elastic material considered here.
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3.1.2 Equations of motion

Strong form of the equations of motion

The spatial translational and angular momenta per unit length of a beam are defined as

l = Aρv , (3.7)

π = jρw , (3.8)

with v as the translational velocity (2.11), w as the angular velocity (2.12) of the cross section

and jρ as the spatial tensor of the mass moment of inertia, which is related to its material

counterpart, Jρ via orthogonal transformation Λ as

jρ = ΛJρΛ
T , (3.9)

and the material tensor of the mass moments of inertia given as

Jρ = ρ


I2 + I3 0 0

0 I2 0

0 0 I3

 . (3.10)

We note here that while Jρ is configuration-independent, jρ is not, because it depends on Λ.

Substituting (3.9) into (3.8), we have

π = ΛJρΛ
Tw = ΛJρW . (3.11)

Taking the time derivative of (3.7) we obtain

l̇ = Aρr̈ , (3.12)

as the change of translational momentum per unit of beam length. We may obtain the differential

equations of motion by observing a differential segment of a beam (Figure 3.1). The Newton’s

second law of dynamics states that the total force acting upon a body is equal to the body’s mass

times acceleration. The mass of the differential segment shown in Figure 3.1 is the specific mass

multiplied by the length of the observed segment, m = Aρdx. We define the position vector

of the left cross section as r and the position vector of the right cross section as r + dr. The

corresponding accelerations are r̈ and r̈ + dr̈, with their average value defining the acceleration

of the centroid of the observed segment, i.e. 1
2 (r̈ + r̈ + dr̈) = r̈ + 1

2dr̈. Evaluating mass times
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acceleration yields

Aρdx

Å
r̈ +

1

2
dr̈

ã
= Aρr̈ dx = l̇ dx , (3.13)

because dx and dr̈ are infinitesimally small quantities. Next, we add all the forces acting upon

the differential segment

∑
F = −n + n + dn + ne dx (3.14)

where ne is the distributed external loading taken to be acting at the reference axis (drawn with

a dashed line) and n is the spatial translational stress resultant. The sum of all forces acting

dx

ne

me

n + dn

m + dm
n + dn

m + dm

Figure 3.1: A differential segment of a beam in motion

upon the differential segment (3.14) is equal to the mass times acceleration of the differential

segment (3.13), i.e.

dn + ne = l̇ dx
¿

: dx

n′ + ne = l̇ , t > 0 , x ∈ [0, L] . (3.15)

Correspondingly, the Newton-Euler second law states that the rate of change of angular mo-

mentum is equal to the sum of torques. Taking the time derivative of (3.8) we have

π̇ = Λ̇JρW + ΛJρẆ

= Λ”WJρW + ΛJρẆ

= Λ
Ä”WJρW + JρẆ

ä
= Λ

î
W × (JρW) + JρẆ

ó
, (3.16)

as the temporal change of the angular momentum per unit length. Total angular momentum of

the observed segment is then π̇ dx. On the other hand, the sum of all torques on the differential
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x = 0: r = r0 , Λ = Λ0

x = L: r = rL , Λ = ΛL

Table 3.1: Essential (kinematic) boundary conditions

x = 0: −ΛN = F0 , −ΛM = M0

x = L: ΛN = FL , ΛM = ML

Table 3.2: Natural (static) boundary conditions

segment of the beam is

∑
M = −m + m + dm + dr× n +

1

2
dr× ne dx+ me dx , (3.17)

with me as the external torque per unit length, taken to be acting at the reference axis. Since

π̇ dx must be equal to (3.17) we have

dm + dr× n + me dx = π̇ dx
¿

: dx

m′ + r′ × n + me = π̇ , t > 0 , x ∈ [0, L] . (3.18)

Finally we can write the governing equations of motion in strong form as

(ΛN)′ + ne = l̇ ,

(ΛM)′ + r̂′ΛN + me = π̇ ,

t > 0 , x ∈ [0, L] . (3.19)

In order to fully define the equations of motion, a set of boundary conditions must be

imposed. There are two sets of boundary conditions which are mutually exclusive. The first is the

set of essential (or kinematic) boundary conditions which defines the prescribed displacements

or rotations on the domain boundary as shown in Table 3.1. The second set is the set of natural

(or static) boundary conditions, which defines the forces and moments (F0, FL, M0, ML) acting

at the boundary as shown in Table 3.2.

Weak form of the equations of motion

In order to obtain the weak form of equations of motion we multiply (3.19) with a set of test

functions f and ϕ which satisfy conditions (i)-(iii) given in the introduction to this chapter to

give

fT
î
(ΛN)′ + ne − l̇

ó
= 0 ,

ϕT
î
(ΛM)′ + r̂′ (ΛN) + me − π̇

ó
= 0 ,
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which can be written as

fT
î
(ΛN)′ + ne − l̇

ó
+ϕT

î
(ΛM)′ + r̂′ (ΛN) + me − π̇

ó
= 0

and integrated over the domain of the problem (the condition (i) implies integrability of the test

functions) so we have

∫ L

0

î
fT l̇ +ϕT π̇

ó
dx =

∫ L

0

¶
fT
î
(ΛN)′ + ne

ó
+ϕT

î
(ΛM)′ + r̂′ (ΛN) + me

ó©
dx .

Integrating by parts the terms which contain (ΛN)′ and (ΛM)′ we obtain

∫ L

0

(
f ′
T

(ΛN)−ϕT r̂′ΛN + fT l̇
)

dx+

∫ L

0

[
ϕ′T (ΛM) +ϕT π̇

]
dx =∫ L

0

Ä
fTne +ϕTme

ä
dx+

Ä
fTΛN +ϕTΛM

ä
|L0 . (3.20)

The term
Ä
fTΛN +ϕTΛM

ä
|L0 has to be complemented with the appropriate, predefined bound-

ary conditions (Table 3.2): the stress resultants ΛN and ΛM at x = 0 and x = L are zero in

case of unloaded ends or equal to the applied end loads F0, FL and M0, ML (natural boundary

conditions) or are equal to the reactions in which case the essential boundary conditions are

defined. In that case, due to (iii) the test functions are zero and the term vanishes. Since the

essential and natural boundary conditions are mutually exclusive, equation (3.20) finally gives

the weak form of equation (3.19) as

∫ L

0

Ö≠
fT ϕT

∑I d
dx 0

−r̂′ I d
dx


èn

m

 dx+

∫ L

0

≠
fT ϕT

∑Ök̇

π̇

−
ne

me


è

dx

−
≠
fT0 ϕT0

∑F0

M0

−
≠
fTL ϕTL

∑FL

ML

 = 0 . (3.21)

Virtual work principle and objective strain rates

The virtual work principle states that the virtual work of the internal and the inertial forces

must be equal to the virtual work of the external loading, i.e.

Vi + Vm = Ve (3.22)

where Vi is the virtual work of internal forces, Vm the virtual work of inertial forces and Ve the

virtual work of external loading. The virtual work is defined either as the scalar product of

a virtual displacement and a force, or a virtual force and a displacement (or some other
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mutually conjugate quantities). In this thesis, in line with the displacement-based approach, we

employ the former definition.

The virtual work of internal forces is thus defined as the work of stress resultants on virtual

strains, i.e.

Vi =

∫ L

0
(δΓ ·N + δK ·M) dx . (3.23)

We note that this can also be obtained by varying the strain energy

φ =
1

2

∫ L

0
(Γ ·N + K ·M) dx =

1

2

∫ L

0
(γ · n + κ ·m) dx , (3.24)

giving

δφ =
1

2

∫ L

0
(δΓ ·N + Γ · δN + δK ·M + K · δM) dx =

∫ L

0
(δΓ ·N + δK ·M) dx = Vi ,

where we note that the variation of the material stress resultants N and M yields δN = CNδΓ

and δM = CMδK.

We now focus on a very important property which will be necessary in further investigation

of the fixed-pole approach. Let us use the right-hand side of (3.24) and vary it to obtain the

internal virtual work expressed in terms of the spatial quantities

Vi =
1

2

∫ L

0
(δγ · n + γ · δn + δκ ·m + κ · δm) dx

=
1

2

∫ L

0
(δγ · n + γ · δ(ΛN) + δκ ·m + κ · δ(ΛM)) dx

=
1

2

∫ L

0

δγ · n + γ · (”δϑΛN + ΛCN δΓ︸︷︷︸
δ(ΛTγ)

) +δκ ·m + κ · (”δϑΛM + ΛCM δK︸︷︷︸
δ(ΛTκ)

)

 dx

=
1

2

∫ L

0

δγ · n + γ · (δϑ× n)− γ · (ΛCNΛT”δϑγ)︸ ︷︷ ︸
n·(δϑ×γ)

+γ · (ΛCNΛT δγ)︸ ︷︷ ︸
n·δγ

+δκ ·m + κ · (δϑ×m)− κ · (ΛCMΛT”δϑκ)︸ ︷︷ ︸
m·(δϑ×κ)

+κ · (ΛCMΛT δκ)︸ ︷︷ ︸
m·δκ

 dx

=

∫ L

0
[(δγ + γ × δϑ) · n + (δκ+ κ× δϑ) ·m] dx . (3.25)

It is obvious that the elegant form of (3.23) is not sustained when internal virtual work is

expressed in terms of the spatial quantities, but such a form may be restored by defining the
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objective spatial strain rates

O
δγ = δγ + γ × δϑ
O
δκ = δκ+ κ× δϑ

leading to

Vi =

∫ L

0

ÅO
δγ · n +

O
δκ ·m

ã
dx . (3.26)

The virtual change of the translational strain measure follows as

δΓ = δ
Ä
ΛT r′ −E1

ä
= δΛT r′ + ΛT δr′ = ΛT (δr′ + r′ × δϑ

)
. (3.27)

The virtual change of the rotational strain measure follows as

δ“K = δ
Ä
ΛTΛ′

ä
=
Ä”δϑΛ

äT
Λ′ + ΛT

Ä”δϑΛ
ä′

= ΛT”δϑTΛ′ + ΛT”δϑ′Λ + ΛT”δϑΛ′ = ΛT δϑ̂
′
Λ

⇒ δK = ΛT δϑ′ . (3.28)

On the other hand, taking the total variation of the spatial strain measures (3.2) and (3.3) we

get

δγ = δ(r′ − t1) = δr′ −”δϑt1 = δr′ − δϑ× (r′ − γ) = δr′ + r′ × δϑ− γ × δϑ , (3.29)

δκ̂ = δ(Λ′ΛT ) = ”δϑ′ΛΛT + ”δϑΛ′ΛT + Λ′ΛT”δϑT = ”δϑ′ + ”δϑκ̂− κ̂”δϑ = ”δϑ′ + ◊�δϑ× κ

= ¤�δϑ′ + δϑ× κ⇒ δκ = δϑ′ − κ× δϑ . (3.30)

Comparing (3.27) and (3.28) with (3.29) and (3.30) reveals the following relationship between

the material and objective spatial strain rates

O
δγ = δγ + γ × δϑ = δr′ + r′ × δϑ = ΛδΓ ,

O
δκ = δκ+ κ× δϑ = δϑ′ = ΛδK .

(3.31)

The specific virtual work of internal forces can therefore be written as

δΓ ·N + δK ·M =
O
δγ · n +

O
δκ ·m , (3.32)

but
O
δγ · n +

O
δκ ·m 6= δγ · n + δκ ·m. In other words, while (Γ, K) and (γ, κ) are both the
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respective strain-energy conjugates to (N, M) and (n, m), i.e.

φ =
1

2

∫ L

0
(Γ ·N + K ·M) dx =

1

2

∫ L

0
(γ · n + κ ·m) dx , (3.33)

only (δΓ, δK) are the virtual-work conjugates to (N, M), while the virtual-work conjugates to

(n, m) are (
O
δγ,

O
δκ) rather than (δγ, δκ).

The virtual work of inertial forces is defined as the product between the virtual displacements

and virtual rotations, respectively, with the change of specific momenta, l̇ and π̇

Vm =

∫ L

0

Ä
δr · l̇ + δϑ · π̇

ä
dx . (3.34)

Finally, the virtual work of external loading is given as the work of distributed forces acting

on virtual displacements and virtual rotations

Ve =

∫ L

0
(δr · ne + δϑ ·me) dx+ δr0 · F0 + δϑ0 ·M0 + δrL · FL + δϑL ·ML , (3.35)

Inserting (3.23), (3.27), (3.27), (3.34) and (3.35) into (3.22) we get G = Vi + Vm − Ve = 0 or

G ≡
∫ L

0

Ö≠
δrT δϑT

∑I d
dx 0

−r̂′ I d
dx


èn

m

 dx+

∫ L

0

≠
δrT δϑT

∑Ök̇

π̇

−
ne

me


è

dx

−
≠
δrT0 δϑT0

∑F0

M0

−
≠
δrTL δϑTL

∑FL

ML

 = 0 .

(3.36)

Comparing (3.36) to (3.21) we see that for f = δr and ϕ = δϑ these results are identical. This

means that the virtual work principle can (and will) be used as a substitute for equation of

motion.

Standard dynamic nodal residual

In order to implement the finite element method we must define the position of the so-called

nodes (see Figure 3.2) and interpolate the virtual displacements and rotations δr and δϑ. In the

standard approach [4] these functions are interpolated using Lagrange polynomials. The i-th

Lagrange polynomial Ii(x) is equal to one at x = xi and zero at xj for i 6= j. Also,
∑N
i=1 I

i(x) = 1

and
∑N
i=1 I

i′(x) = 0. In this way, the approximated values for the virtual displacements and
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reference axis

L

1 2 NNNN

Figure 3.2: A beam of length L discretised into an N node element

rotations are

δr
.
= δrh =

N∑
i=1

Ii(x)δri and δϑ
.
= δϑh =

N∑
i=1

Ii(x)δϑi , (3.37)

as well as their derivatives

δr′
.
= δrh =

N∑
i=1

Ii
′
(x)δri and δϑ′

.
= δϑh =

N∑
i=1

Ii
′
(x)δϑi . (3.38)

Substituting (3.37) and (3.38) into (3.36) we get

Gh ≡
N∑
i=1

≠
δrTi δϑTi

∑
gi = 0 , (3.39)

with gi as the nodal dynamic residual

gi = qii + qim − qie , (3.40)

and

qii =

∫ L

0

 Ii
′
I 0

−Ii′r̂′ Ii
′
I


n

m

 dx (3.41)

qim =

∫ L

0
Ii

k̇

π̇

 dx (3.42)

qie =

∫ L

0
Ii

ne

me

 dx+ δi1

F0

M0

+ δiN

FL

ML

 (3.43)

as the nodal vectors of internal, inertial and external loads, respectively, where δij is the Kronecker

delta which is equal to one for i = j and zero otherwise. Since (3.39) must be satisfied for
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arbitrary values of δri and δϑi, we have

gi = 0 , i = 1, 2, .., N , (3.44)

as the non-linear equation defining dynamic equilibrium of the beam element. We will refer to

gi as the standard nodal dynamic residual. Note that there exists a matrix operator containing

Ii
′
I and Iir̂′ acting on the vector of spatial stress resultants in qii (shaded area in (3.41)) as

opposed to qim and qie where the vectors within the integrals are only multiplied by Ii.

3.2 Fixed-pole approach

In this section we use the fixed-pole approach given in [7, 10, 11] along with the configuration-

tensor approach used in [10] and presented in Chapter 2. In [10], Bottasso and Borri have

interpolated the incremental configuration vectors, while in the present case we interpolate the

iterative configuration vectors (which is analogous to the approach given in the previous

section where spin vectors are interpolated). We derive the governing equations and conclude

with the fixed-pole dynamic residual.

3.2.1 Kinematic and constitutive equations

The spatial strain measures γ and κ can be stacked asγκ
 = χ− χN , (3.45)

with

χ =

r′

κ

 ,

as the strain parameter or the “local configuration parameter”, and

χN =

t1

0


as the “natural configuration parameter” as termed in [7, 10]. The reason for dividing strain

measures in two parts χ and χN becomes evident when taking the derivative of the configuration
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tensor with respect to the beam arc-length x

C′ =
d

dx

Λ r̂Λ

0 Λ

 =

Λ′ r̂′Λ + r̂Λ′

0 Λ′

 .
Noting from (3.3) that Λ′ΛT = κ̂ we obtain an analogous result to (2.26)

C′ =

κ̂ r̂′ +÷r× κ+ κ̂r̂

0 κ̂


Λ 0

0 Λ

 =

κ̂ r̂′ +÷r× κ
0 κ̂


I r̂

0 I


Λ 0

0 Λ

 , (3.46)

because for r̂, κ̂ ∈ so(3), ÷r× κ = r̂κ̂ − κ̂r̂. Using relationship (2.18) we have the fixed-pole

description of the strain parameter as

χ =

r′ + r× κ

κ

 , (3.47)

which enables us to recognise that (3.46) can in fact be written as

C′ = ÁχC . (3.48)

Once again, we note the analogy with the derivative of the orientation matrix Λ. Furthermore,

noting that result (3.48) is in full accordance with result (2.26) we have

C′ = CÁX , (3.49)

with X = C−1χ =

ΛT r′

K

 as the material strain parameter.

The material stress resultants are related to the strain measures via linear constitutive law,

so rewriting (3.6) in a stacked form we haveN

M

 = D

Γ

K

 = D (X−XN ) , (3.50)

where XN =

E1

0

.

3.2.2 Equations of motion

The strong form of equations of motion can be written in a more compact form by using the

fixed-pole description of kinematic quantities. In order to simplify the notation, the material
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generalised vectors of stress resultants, external loading and momenta are introduced

S =

N

M

 , Se =

ΛTne

ΛTme

 =

Ne

Me

 , and P =

ΛT l

ΛTπ

 =

L

Π

 .

Rewriting (3.19) in a stacked form we have Λ′N + ΛN′

Λ′M + ΛM′ + r̂′ΛN

+

ΛNe

ΛMe

 =

 Λ̇L + ΛL̇

Λ̇Π + ΛΠ̇

 .

Using the relationships Λ′ = Λ“K and Λ̇ = Λ”W and also rewriting r̂′ as Λ
’
ΛT r′ΛT as well as

noting that (ΛTv)× L = 0 (because l = Aρv, i.e. v × v = 0) the above equation turns intoΛ 0

0 Λ


ÖN′

M′

+

 “K 0’
ΛT r′ “KN

M

+

Ne

Me


è

=

Λ 0

0 Λ


Ö L̇

Π̇

+

”W 0“V ”W
L

Π


è

,

i.e., N′

M′

+

 “K 0’
ΛT r′ “K︸ ︷︷ ︸
−ÊXT

N

M

+

Ne

Me

 =

 L̇

Π̇

+

”W 0“V ”W
︸ ︷︷ ︸
−ÊΩT

L

Π

 , (3.51)

where we recognise the material strain parameter X as well as the material generalised velocities

Ω as given in (2.21) in the form of the generalised cross product. This enables us to rewrite

(3.51) as

S′ − ÁXTS + Se = Ṗ− ÁΩT
P . (3.52)

The next step is finding the relationship between the fixed-pole and the material generalised

stress resultants, external loading and momenta. Since the specific work of stress resultants

must remain invariant to the choice of the kinematic description, the fixed-pole stress resultants

are introduced as a conjugate quantity to the fixed-pole strain measures, i.e.

(X−XN ) · S = (χ− χN ) · s .

Substituting the relationship between the fixed-pole and the material strain measures using

(2.19), χ− χN = C(X−XN ) the above equation turns into

(X−XN ) · S = [C(X−XN )] · s ,
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x = 0: C = C0

x = L: C = CL

Table 3.3: Essential (kinematic) boundary conditions – fixed pole approach

x = 0: −s = s0

x = L: s = sL

Table 3.4: Natural (static) boundary conditions – fixed pole approach

from where we obtain

s = C−TS . (3.53)

An analogous relationship holds for the external forces and specific momenta [10]

p = C−TP , (3.54)

se = C−TSe . (3.55)

Substituting (3.53)-(3.55) into (3.52) we have

(CT s)′ − ÁXTCT s + CT se = ˙(CTp)− ÁΩT
CTpÁXTCT s + CT s′ − ÁXTCT s + CT se = ÁΩT

CTp + CT ṗ− ÁΩT
CTp ,

which, since C 6= 0, gives

s′ + se = ṗ , (3.56)

as the strong form of the equations of motion. Obviously, the approach which combines the

fixed-pole description of kinematic quantities along with the configuration tensor results in an

extremely elegant equation. Of course, in order for the problem to be fully defined we need to

couple (3.56) with the appropriate essential and natural boundary conditions as given in Table

3.3 and Table 3.4. These boundary conditions are equivalent to the ones given in Table 3.1 and

Table 3.2, but are written in a compact form using the configuration tensor.

Weak form of equations of motion

In order to obtain the weak form of the equation of motion (3.56) we multiply it with a test func-

tion ζ which satisfies conditions (i)-(iii) given in the introduction to this chapter and integrate



44 CHAPTER 3. GEOMETRICALLY EXACT 3D BEAM THEORY

it over the domain of the problem

∫ L

0
ζ ·
Ä
ṗ− s′ − se

ä
dx = 0 . (3.57)

Integrating by parts the term
∫ L

0 ζ · s′ dx we get

∫ L

0
ζ · ṗ dx+

∫ L

0
f ′ · s dx−

∫ L

0
f · se dx = ζ · s|L0 (3.58)

The term ζ · s|L0 has to be complemented with the appropriate, predefined boundary conditions

(Table 3.3 or Table 3.4): the stress resultants s at x = 0 and x = L are zero in case of unloaded

ends or equal to the applied end loads s0 and sL (natural boundary conditions) or are equal

to the reactions in which case the essential boundary conditions are defined. In that case,

due to condition (iii) the test function is zero and the term vanishes. Since the essential and

natural boundary conditions are mutually exclusive, equation (3.58) finally gives the weak form

of equation (3.56) as

∫ L

0

Ä
ζ · ṗ + ζ′ · s− ζ · se

ä
dx = ζL · sL + ζ0 · s0 . (3.59)

Virtual work principle

The strain energy (3.24) may now be written as

φ =
1

2

∫ L

0
(X−XN ) · S dx . (3.60)

Variation of the strain energy is equal to the virtual work of internal forces

Vi = δφ =
1

2

∫ L

0
δX · S dx+

1

2

∫ L

0
(X−XN ) · δS dx =

∫ L

0
δX · S dx , (3.61)

because

δS = δ [D(X−XN )] = DδX .

From (3.49) we have ÁX = C−1C′, therefore, using (2.66) and due to (A.2) we obtain the variation

of the material strain parameter as

δÁX = δC−1C′ + C−1δC′

= −C−1ËδςC′ + C−1
ÄËδςCä′

= −C−1ËδςC′ + C−1Ëδς ′C + C−1ËδςC′ = C−1Ëδς ′C
⇒ δX = C−1δς ′ . (3.62)
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Inserting (3.62) into (3.61) we get the virtual work of internal forces

Vi =

∫ L

0
δς ′ ·C−TS dx =

∫ L

0
δς ′ · s dx . (3.63)

Since the virtual work of inertial and external forces is done on virtual displacements δr and

virtual rotations δϑ, we need to relate these quantities to the configurational spin vector (virtual

configuration vector) δς as it is demonstrated in Appendix A.2.6.

From (3.54) we have the relationship between the generalised vectors of fixed-pole and spatial

momenta

p =

I 0

r̂ I

p.

Taking the time-derivative of the above relationship yields

ṗ =

0 0

v̂ 0


 l

π

+

I 0

r̂ I

 ṗ =

I 0

r̂ I

 ṗ , (3.64)

because v × l = v × Aρv = 0. Substituting (A.37) and recognising (3.64) we can rewrite the

virtual work of inertial forces (3.34) as

Vm =

∫ L

0
δς ·

I 0

r̂ I


 l̇

π̇

 dx =

∫ L

0
δς · ṗ dx , (3.65)

Substituting (A.37) into (3.35), the standard form of the virtual work of external forces trans-

forms to

Ve =

∫ L

0
δς ·

I 0

r̂ I


ne

me

 dx+ δς0 ·

 I 0

r̂0 I


F0

M0

+ δςL ·

 I 0

r̂L I


FL

ML


=

∫ L

0
δς · se dx+ δς0 · s0 + δςL · sL . (3.66)

Inserting (3.63), (3.65) and (3.66) into the virtual work principle (3.22) we have

G ≡
∫ L

0

Ä
δς ′ · s + δς · ṗ− δς · se

ä
dx = δς1 · s0 + δςN · sL , (3.67)

which is a result identical to (3.59) for δς = ζ.



46 CHAPTER 3. GEOMETRICALLY EXACT 3D BEAM THEORY

Fixed-pole dynamic nodal residual

Using a standard finite-element discretisation in a sense that δς in (3.67) is interpolated using

Lagrange polynomials we have

δς
.
=

N∑
i=1

Ii(x)δςi and δς ′
.
=

N∑
i=1

Ii
′
(x)δςi . (3.68)

Substituting (3.68) into (3.67) we get

G
h ≡

N∑
i=1

δςTi gi = 0 , (3.69)

with gi as the nodal dynamic residual

gi = qim + qii − qie , (3.70)

and

qim =

∫ L

0
Iiṗ dx , (3.71)

qii =

∫ L

0
Ii
′
s dx , (3.72)

qie =

∫ L

0
Iise dx+ δi1s0 + δiNsL , (3.73)

as the nodal vectors of inertial, internal and external forces, respectively. Since (3.69) must be

satisfied for arbitrary values of δςi, the non-linear equation of our problem is

gi = 0 , i = 1, 2, .., N . (3.74)

3.2.3 Alternative fixed-pole description

The fixed-pole theory can be given in an alternative manner, completely circumventing the use

of the configuration tensor (in its explicit sense) and its properties related to its being an element

of the special group of rigid motions SR(6). This approach was described in [76] and starts from

the fact that the stress resultants at a cross section can be statically reduced (as shown in Figure

3.3) to the force and couple system at the fixed pole, O resulting in a new set of stress resultantsn

m

 =

 n

m + r× n

 =

I 0

r̂ I


n

m

 . (3.75)
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mn

O

m = m + r× n
n = n

r

Z

Y

X

Figure 3.3: Reduction of the spatial stress resultants the fixed-pole stress resultants at O

Since the strain energy (3.33) must remain invariant to the choice of stress resultants, from the

requirement

φ =
1

2

∫ L

0
(γ · n + κ ·m) dx =

1

2

∫ L

0
(γ · n + κ ·m) dx . (3.76)

we find the conjugate strain measures as

γ · n + κ ·m = γ · n + κ ·m

γ · n + κ · (m + r× n) = γ · n + κ ·m

⇒ κ = κ

γ = γ + r× κ ,

which can be written as γκ
 =

I r̂

0 I


γκ

 , (3.77)

where we recognise relationship (2.18) between spatial and fixed-pole objects.

Virtual work principle and objective fixed-pole strain rates

In order to write the virtual work of internal forces we must find the corresponding strain rates.

As shown in Section 3.1, the objective spatial strain rates are virtual-work conjugate to the

spatial stress resultants. Since the fixed-pole strain measures are derived from the spatial strain

measures, it is logical to stipulate that the conjugate strain rates to the fixed-pole stress resul-
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tants are also not the total variations of the fixed-pole strain measures. This can be illustrated

very easily by rewriting the right-hand side of (3.32) and substituting (3.75) so that

O
δγ · n +

O
δκ ·m =

O
δγ · n +

O
δκ · (m− r× n) ,

which gives

O
δγ · n +

O
δκ ·m = (

O
δγ + r×

O
δκ)︸ ︷︷ ︸

♦
δγ

·n +
O
δκ ·m ,

with
♦
δγ =

O
δγ + r×

O
δκ and

♦
δκ =

O
δκ as the objective fixed-pole strain rates. Substituting

(3.31) in this result we get the relationship between the material, spatial and fixed-pole objective

strain rates 
♦
δγ
♦
δκ

 =

I r̂

0 I




O
δγ
O
δκ

 =

I r̂

0 I


Λ 0

0 Λ


︸ ︷︷ ︸

C

δΓδK
 , (3.78)

which is identical to the relationship between the material, spatial and fixed-pole objects as given

in (2.19). This in turn enables us to write the virtual work of internal forces in the fixed-pole

description as

Vi =

∫ L

0

Ç
♦
δγ · n +

♦
δκ ·m

å
dx , (3.79)

which, after introducing the fixed-pole virtual displacements (note that this relationship is anal-

ogous to (A.37))

δr = δr + r× δϑ , (3.80)

and recognizing that

♦
δγ = δr′ + r′ × δϑ+ r× δϑ′ = δr

′
and

♦
δκ = δϑ′ , (3.81)

gives an extremely elegant form of the virtual work of internal forces

Vi =

∫ L

0

Ä
δr
′ · n + δϑ′ ·m

ä
dx. (3.82)

Note that the fixed-pole virtual displacement vector δr in (3.80) is fully consistent with the

fixed-pole velocity v in (2.19), where v = δr/δt, v = δr/δt and w = δϑ/δt.

Since all the forces can be transported to the fixed-pole, the fixed-pole distributed loading and
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specific inertial forces can be defined in an analogous manner to the fixed-pole stress resultants

in (3.75), i.e. ne

me

 =

 ne

r× ne + me

 =

I 0

r̂ I


ne

me

 , (3.83)

 l̇

π̇

 =

 l̇

r× l̇ + π̇

 =

I 0

r̂ I


 l̇

π̇

 , (3.84)

and so can the point loadingF0

M0

 =

I 0

r̂ I


F0

M0

 and

FL

ML

 =

I 0

r̂ I


FL

ML

 (3.85)

which enables us to define the virtual work of the inertial forces as

Vm =

∫ L

0

(
δr · l̇ + δϑ · π̇

)
dx (3.86)

and the virtual work of the external forces as

Ve =

∫ L

0

Ä
δr · ne + δϑ ·me

ä
dx+ δr0 · F0 + δϑ0 ·M0 + δrL · FL + δϑL ·ML . (3.87)

Substituting (3.82), (3.86) and (3.87) into (3.22) we get an alternative “unstacked” version of

(3.69) as

G ≡
∫ L

0

≠
δr
T

δϑT
∑′n

m

 dx+

∫ L

0

≠
δr
T

δϑT
∑Ö l̇

π̇

−
ne

me


è

dx

−
≠
δr
T
0 δϑT0

∑F0

M0

−
≠
δr
T
L δϑTL

∑FL

ML

 = 0 . (3.88)

Fixed-pole dynamic nodal residual (alternative approach)

Since (3.88) is equivalent to (3.67), interpolating δr and δϑ using Lagrange polynomials results

in the same results as those given in (3.69)-(3.74) which we present here in their unstacked form.

Substituting interpolated values

δr
.
=

N∑
i=1

Iiδri , and δϑ
.
=

N∑
i=1

Iiδϑi (3.89)

into (3.88) we get

G
h ≡

N∑
i=1

≠
δr
T
i δϑTi

∑
gi = 0 ⇒ gi = 0 , (3.90)
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with gi as the fixed-pole nodal residual

gi ≡ qii + qim − qie = 0 , (3.91)

and

qii =

∫ L

0
Ii
′

n

m

 dx , (3.92)

qim =

∫ L

0
Ii

 l̇

π̇

 dx , (3.93)

qie =

∫ L

0
Ii

ne

me

 dx+ δi1

F0

M0

+ δiN

FL

ML

 , (3.94)

as the nodal vectors of internal, inertial and external forces, respectively.

3.3 Modified fixed-pole approach

In Section 3.2 we gave an overview of the fixed-pole approach as given by Borri and Bottasso [7],

Bottasso and Borri [10] as well as its alternative description [76]. Unfortunately, as it is seen

from (A.37) and (3.80), the virtual quantities in this approach are not the standard virtual

displacements and rotations. Utilising the standard Bubnov–Galerkin approach [74], where same

interpolations are used both for the virtual quantities (test functions) and for their iterative

changes (trial functions), would result in a finite element which has non-standard degrees of

freedom. Consequently, such a type of element cannot be combined with standard finite-element

meshes. This inspired us to define a modified residual where standard virtual quantities are

interpolated.

Modified fixed-pole dynamic nodal residual

Trying to keep the spirit of the fixed-pole approach, but also keep the standard system unknowns,

we use relationship (3.80) at the nodal level

δri = δri + ri × δϑi , (3.95)
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and simply substitute it in (3.69) so that the virtual work equation becomes

G
h ≡

N∑
i=1

≠
δrTi δϑTi

∑ I 0

−r̂i I

gi =
N∑
i=1

≠
δrTi δϑTi

∑
g̃i = 0 ⇒ g̃i = 0 , (3.96)

with

g̃i ≡ q̃ii + q̃im − q̃ie = 0 , (3.97)

as the modified fixed-pole dynamic nodal residual and

q̃ii =

∫ L

0
Ii

′

 I 0

−r̂i I


n

m

 dx =

∫ L

0
Ii

′

 I 0’r− ri I


n

m

 dx (3.98)

q̃im =

∫ L

0
Ii

 I 0

−r̂i I


k̇

π̇

 dx =

∫ L

0
Ii

 I 0’r− ri I


k̇

π̇

 dx (3.99)

q̃ie =

∫ L

0
Ii

 I 0

−r̂i I


ne

me

 dx+ δi1

F0

M0

+ δiN

FL

ML


=

∫ L

0
Ii

 I 0’r− ri I


ne

me

 dx+ δi1

F0

M0

+ δiN

FL

ML

 , (3.100)

as the modified fixed-pole nodal vectors of internal, inertial and external forces, respectively.

This is a foundation upon we build the family of modified fixed-pole elements which use the

standard unknowns and are therefore combinable with any displacement-based finite element

mesh.

Relationship to configuration-dependent interpolation

An interesting result follows by substituting results (3.98)–(3.100) into g̃i and then back in

(3.96):

G
h ≡

N∑
i=1

∫ L

0

≠
δrTi δϑTi

∑Ö
Ii
′

 I 0’r− ri I


n

m

+ Ii

 I 0’r− ri I


Ök̇

π̇

−
ne

me


èè

dx−

−
N∑
i=1

≠
δrTi δϑTi

∑Ö
δi1

F0

M0

+ δiN

FL

ML


è

= 0 .
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From here we have

G
h ≡

∫ L

0

Ü
N∑
i=1

Ii

δri − (r− ri)× δϑi

δϑi


T
ê′n

m

 dx−
∫ L

0

N∑
i=1

Ii
≠
δϑTi r̂′ 0T

∑n

m

 dx+

+

∫ L

0

Ü
N∑
i=1

Ii

δri − (r− ri)× δϑi

δϑi


T
êÖk̇

π̇

−
ne

me


è

dx−

−
≠
δrT1 δϑT1

∑F0

M0

−
≠
δrTN δϑTN

∑FL

ML

 = 0 ,

and finally

G
h ≡

∫ L

0

Ü
N∑
i=1

Ii

δri + (ri − r)× δϑi

δϑi


T I d

dx 0

−r̂′ I d
dx


ên

m

 dx+

+

∫ L

0

Ü
N∑
i=1

Ii

δri + (ri − r)× δϑi

δϑi


T
êÖk̇

π̇

−
ne

me


è

dx−

−
≠
δrT1 δϑT1

∑F0

M0

−
≠
δrTN δϑTN

∑FL

ML

 = 0 .

(3.101)

Clearly, for a non-linear interpolation of the type

δr =
N∑
i=1

Ii(x) [δri + (ri − r(x))× δϑi] ,

δϑ =
N∑
i=1

Ii(x)δϑi ,

(3.102)

we get back to the form of G as given in (3.36). In other words, comparing (3.96) with (3.101) we

may conclude that the standard (Lagrange) interpolation of the fixed-pole virtual displacements

and rotations δr, δϑ (or simply δς) is equivalent to the configuration-dependent interpolation

of the standard virtual displacements and rotations (3.102).



Chapter 4

Fixed-pole family of finite elements

4.1 Fixed-pole element

In this section we present a novel finite element, based on the non-linear equation (3.74) de-

veloped from the virtual work principle. In order to concentrate on the issues that arise when

attempting to utilise a fixed-pole approach, we proceed by considering only the static case, i.e.

qim = 0.

4.1.1 Solution procedure

Linearisation

The non-linear equation (3.74) is solved iteratively using the Newton-Raphson solution proce-

dure: the equation is first linearised (written in a Taylor series around a known configuration

with the higher-order terms omitted) and then solved iteratively until a certain convergence

criterion is achieved. The first-order Taylor series expansion of (3.74) is

gi + ∆gi = 0 , (4.1)

with ∆(•) = d
dε |ε=0(•)ε as a directional derivative in the direction of the perturbation ∆ς and

∆gi = ∆qii −∆qie . (4.2)

Linearising the nodal internal force vector we get

∆qii =

∫ L

0
Ii

′
∆s dx =

∫ L

0
Ii

′
∆
Ä
C−TS

ä
dx =

∫ L

0
Ii

′ Ä
∆C−TS + C−T∆S

ä
dx .
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Using results (A.19) and (3.62) we have

∆qii =

∫ L

0
Ii

′
Å
−Í∆ςTC−TS + C−TDC−1∆ς ′

ã
dx

=

∫ L

0
Ii

′
Å
−Í∆ςT s + C−TDC−1∆ς ′

ã
dx . (4.3)

Introducing a new generalised-cross product matrix
5
a, where a1, a2 are 3D vectors,

5
a =

 0 â1

â1 â2

 , (4.4)

we can rewrite (4.3) as

∆qii =

∫ L

0
Ii

′
Ç
−
5
s∆ς + C−TDC−1∆ς ′

å
dx

=

∫ L

0
Ii

′
Ç
−C−T

5
SC−1∆ς + C−TDC−1∆ς ′

å
dx , (4.5)

due to (A.3).

Unlike most standard procedures with conservative loading, in case of the fixed-pole solution

procedure the linearisation of the external loading vector is not zero. This is because both

the distributed loading se and the nodal loads s0, sL are configuration dependent. During the

implementation, we divide the nodal external forces vector (3.73) into the local part qie, local =∫ L
0 Iise dx and the nodal part qie, nodal = si, because it is more convenient to add the local effects

in the element loops and the nodal effects in the global loops. We do the same for their respective

linearised values ∆qe, local and ∆qe, nodal. Linearisation of the local part is

∆qie, local = ∆

∫ L

0
Iise dx =

∫ L

0
Ii

 0 0

∆r̂ 0

 se dx . (4.6)

However, there is no ∆ς in (4.6) which means that we need to relate ∆r to ∆ς, which is

performed using (A.37) as

∆ς =

I r̂

0 I


∆r

∆ϑ

 . (4.7)

Now we can rewrite (4.6) as

∆qie, local =

∫ L

0
Ii

 0 0

−n̂e n̂er̂

∆ς dx . (4.8)
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For any loaded node i, the nodal part of the external loading is given as

qie, nodal = se, i =

 I 0

r̂i I

 se, i . (4.9)

Using (4.7) at the nodal level and linearising (4.9) we get

∆qie, nodal =



 0 0

−“Fi
“Fir̂i

∆ςj if i = j ,


0

0

 if i 6= j .

(4.10)

Configuration update

We interpolate ∆ς using Lagrange polynomials via

∆ς
.
=

N∑
j=1

Ij∆ςj and ∆ς ′
.
=

N∑
j=1

Ij
′
∆ςj . (4.11)

Substituting (4.11) into (4.5), (4.8) and (4.10) we can rewrite (4.1) using the nodal iterative

values of ∆ςj as

gi +
N∑
j=1

Kij∆ςj = 0 , (4.12)

with

Kij = Ki
ij −Ke, local

ij −Ke, nodal
ij , (4.13)

and

Ki
ij =

∫ L

0
Ii

′
C−T

Ç
Ij

′
D− Ij

5
S

å
C−1 dx , (4.14)

Ke, local
ij =

∫ L

0
IiIj

 0 0

−n̂e n̂er̂

 dx , (4.15)

Ke, nodal
ij =



 0 0

−“Fi
“Fir̂i

 if i = j ,

0 0

0 0

 if i 6= j .

(4.16)
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The matrix (4.13) is the tangent stiffness matrix at node i due to node j. The stiffness matrix

of the whole element is thus an N ×N matrix consisting of blocks Kij . In order to obtain the

solution for the whole structure, we need to know the assembly conditions (at which nodes are the

elements connected) and the boundary conditions (which nodes have prescribed displacements

and/or rotations). The assembly conditions allow us to construct the global residual vector and

the global stiffness matrix by relating the element nodes i, j to the corresponding global nodes

m, n. Then the element nodal residual gi is added to the position m of the global residual vector.

Likewise, the block matrix Kij is added to the position (m, n) of the global matrix. Finally, by

imposing boundary conditions we ensure the unique solution of the problem as described in [77]

which leads to

∆ςglobal = −K−1g ,

with ∆ςglobal as the global vector of nodal unknowns, K as the global tangent stiffness matrix

and g as the global residual. From (A.37) we see that the nodal unknowns are non-standard

∆ςm =

∆ξm

∆ϑm

 =

∆rm + rm ×∆ϑm

∆ϑm

 , (4.17)

which in some cases complicates imposing of the boundary conditions. For instance, defining a

pinned support at node m means that the translational increment must be zero, i.e.

∆ςm,pinned =

rm ×∆ϑm

∆ϑm

 , .
The standard procedure [77] for imposing of the boundary conditions may still be used, but

when interpolating values of ∆ς we need to take into account that ∆ξm = rm ×∆ϑm and not

zero (as it is in the standard procedures where ∆rm is the nodal unknown). However, defining

a clamped end is very straightforward: substituting ∆rm = 0 and ∆ϑm = 0 into (4.17) reveals

∆ςm,clamped =

0

0

 .

We note here that the above discussion is here only to show that there are some additional

complexities related to the implementation of the fixed-pole approach, which can be overcome

by some additional algorithmic interventions. However, such nodal unknowns (4.17) also prevent

combining these elements with the standard displacement-based finite-element meshes, which is
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a much greater issue which serves as a motivation to develop the modified fixed-pole family of

elements described in Section 4.2.

Update of the residual vector and the tangent stiffness matrix

Since (4.1) is solved iteratively, we need to find the updated values of the residual (3.70) and

the tangent stiffness matrix (4.13), which are both evaluated as integrals over the length of the

element. The non-constant terms in these integrals are the configuration tensor C(x) and the

strain parameter X(x). By updating their values we obtain the residual and the tangent stiffness

matrix needed for the completion of the next iteration.

Using interpolation (4.11) we obtain the values of ∆ς(x). Then the updated value of the

configuration tensor is evaluated using the exponential map1

C = expÍ∆ςCold , (4.18)

where Cold is the value of C from the last iteration.

Next, following a process described below we obtain the updated values of the strain param-

eter X. From (4.18) we have

expÍ∆ς = CC−1
old , (4.19)Ä

expÍ∆ςä−1
= ColdC−1. (4.20)

Taking the derivative of (4.19) with respect to the beam arc-length parameter x we obtainÄ
expÍ∆ςä′ = C′C−1

old + CC−1′

old . (4.21)

Then, using (4.21) and (4.20) we can writeÄ
expÍ∆ςä′ ÄexpÍ∆ςä−1

= C′C−1
oldCold︸ ︷︷ ︸

I

C−1 + CC−1′

old ColdC−1 . (4.22)

The derivative of C−1
old with respect to x is

C−1′

old =

ΛT
old −ΛT

oldr̂old

0 ΛT
old


′

=

ΛT ′
old −ΛT ′

oldr̂old −ΛT
oldr̂′old

0 ΛT ′
old

 =

 Λ′old 0

r̂oldΛ′old + r̂′oldΛold Λ′old


T

.

1we omit the functional dependence on (x) to simplify notation
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Using property (A.4) the above result can be rewritten as

C−1′

old =

Ö0 I

I 0

C′old

0 I

I 0


èT

=

0 I

I 0

 (C′old

)T 0 I

I 0

 .
Recalling (3.49), we substitute C′old = Cold

ÁXold into the above equation to obtain

C−1′

old Cold =

0 I

I 0

 ÁXT
oldCT

old

0 I

I 0

Cold

=

0 I

I 0


 −“Kold 0

−ÿ�Λoldr′old −“Kold


 ΛT

old 0

−ΛT
oldr̂old ΛT

old


0 I

I 0


Λold r̂oldΛold

0 Λold



=

−ÿ�Λoldr′old −“Kold

−“Kold 0


 ΛT

old 0

−ΛT
oldr̂old ΛT

old


 0 Λold

Λold r̂oldΛold



=

−ÿ�Λoldr′old −“Kold

−“Kold 0


0 I

I 0

 = −ÁXold .

Substituting the above result along with C′ = CÁX into (4.22) we haveÄ
expÍ∆ςä′ ÄexpÍ∆ςä−1

= CÁXC−1 −CÁXoldC−1 = C
ÄÁX− ÁXold

ä
C−1 = Ú�C(X−Xold) .

Using results obtained in Appendix A.2.5 we recognise that the left-hand side of the above

equation can be expressed asÄ
expÍ∆ςä′ ÄexpÍ∆ςä−1

= Ú�H6(∆ς)∆ς ′ . (4.23)

Finally we have Ú�C(X−Xold) = Ú�H6(∆ς)∆ς ′ ⇒ C(X−Xold) = H6(∆ς)∆ς ′ ,

i.e. the updated value of the strain parameter is given as

X = Xold + C−1H6(∆ς)∆ς ′ , (4.24)

Compared to the standard approach where translational and rotational strain measures are

updated separately, equation (4.24) enables a unified update of strain measures, which is algo-

rithmically more elegant.
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8π

L = 1

Figure 4.1: Cantilever beam subject to concentrated moment at the free end [4]

4.1.2 Numerical examples

In all of the numerical examples N − 1 point Gaussian quadrature is used for evaluating the

internal forces vector and its stiffness matrix. The Newton-Raphson solution procedure is used

for obtaining solutions inside each load increment with the convergence criterion defined asÃ
M∑
i=1

∆ςi ·∆ςi < δu ,

where M is the number of all nodes in the structure and δu is the prescribed tolerance (in

examples presented within this section, δu = 10−10. All the examples were run using self-made

programs coded in Wolfram Mathematica.

Cantilever beam subject to pure bending

We analyse a well-known example of a planar cantilever beam subject to pure bending shown in

Figure 4.1. The beam has the following geometric and material properties: A1 = A2 = A3 = 1,

J = 1, I2 = I3 = 2, E = G = 1. The length of the beam is 1 and it is modelled using five

linear elements. This example is known as the “roll-up manoeuvre” as the beam rolls up twice

with the tip of the beam coinciding with the clamped end. It is known to converge in one load

increment in only 3 iterations using the standard beam elements [4]. However, when using the

fixed-pole elements described in previous section, this problem gives very inaccurate results.

After increasing the number of equally sized load increments we found that the results are very

path dependent as it is seen in Table 4.1. We assume that the reason for this behaviour is

the fact that the special group of rigid motions is not commutative in 2D. The results in Table

4.1 show that the accuracy is increased as the number of load increments is increased. Also, the

results are improved as the mesh becomes more refined, as shown in Table 4.2. Improvement

of results with respect to the number of load increments as well as with respect to the mesh

refinement is typical of path-dependent formulations.
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Increments r1 r2

1 [4] 0 0

1 -0.15772 -0.06808
2 -0.09691 -0.03109
5 -0.01847 -0.01101
10 -0.00429 -0.00341
20 -0.00102 -0.00094

Table 4.1: Cantilever beam subject to pure bending: tip position components obtained using
different load incrementation

Elements r1 r2

1 [4] 0 0

5 -0.15772 -0.06808
10 -0.03322 -0.01472
20 -0.00798 -0.00355

Table 4.2: Cantilever beam subject to pure bending: tip position components obtained using
meshes of different refinement

45◦ cantilever bend

Next we analyse a well-known spatial problem of a planar curved cantilever loaded with a

vertical out-of-plane concentrated force of magnitude F = 600 at its tip, as shown in Figure

4.2. The geometric and material characteristics are given as follows: A = A2 = A3 = 1,

J1 = 16.656× 10−2, I2 = I3 = 8.3333× 10−2, E = 107 and G = 0.5× 107. The cantilever is in

the horizontal plane and it represents one eighth of a circle of radius R = 100 and is modelled

using eight equally long straight linear elements. Again, we have path-dependent results as

shown in Table 4.3. Additionally, the procedure does not converge unless the loading is split in

at least ten equally sized increments, and is thus considerably less robust than e.g. that of Simo

and Vu-Quoc [4] where the same example is solved using only three load increments.

Increments u1 u2 u3

10 13.47712 -23.53199 53.10212
20 13.47917 -23.53181 53.10235
50 13.47917 -23.53180 53.10233

Table 4.3: Tip displacement components obtained using different load incrementation
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F = 600

Y

Z

X

R = 100

45◦

Figure 4.2: 45◦ cantilever bend

4.2 Modified fixed-pole elements

In this section we present a modification of the fixed-pole element, which uses standard degrees

of freedom. The family of elements presented in this section is based on solving the non-linear

equation (3.97) derived from the virtual work principle. We limit our attention to the case

when q̃im = 0 in order to concentrate on issues that arise when attempting to utilise a fixed-

pole approach in the modified manner presented here, in which the standard displacement and

rotation quantities have been kept as the problem unknowns.

4.2.1 Solution procedures

Linearisation

The non-linear equation (3.97) is solved using the Newton-Raphson solution procedure. Ex-

panding it into a Taylor series around a known configuration and omitting higher-order terms

we have

g̃i + ∆g̃i = 0 , (4.25)

where

∆g̃i = ∆q̃ii −∆q̃ie . (4.26)
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Linearisation of the modified nodal internal force vector (3.98) follows as

∆q̃ii

∫ L

0
Ii

′

 I 0

∆r̂−∆r̂i I


n

m

 dx+

∫ L

0
Ii

′

 I 0’r− ri I


∆n

∆m

 dx .

Noting that we can use results (2.47), (3.27) and (3.28) to linearise the orientation matrix and

the strain measures, the spatial stress resultants are linearised as∆n

∆m

 =

∆ΛN + Λ∆N

∆ΛM + Λ∆M

 =


‘∆ϑΛN + ΛCN∆Γ‘∆ϑΛM + ΛCM∆K


=

−n̂∆ϑ

−m̂∆ϑ

+

ΛCNΛT (∆r′ + r′ ×∆ϑ)

ΛCMΛT∆ϑ′

 .

Finally we have

∆q̃ii =

∫ L

0
Ii

′

0 0

n̂ 0


∆ri −∆r

∆ϑi −∆ϑ

 dx+

∫ L

0
Ii

′

 I 0

r̂− “ri I


0 −n̂

0 −m̂


∆r

∆ϑ

 dx+

+

∫ L

0
Ii

′

 I 0

r̂− “ri I


ΛCNΛT 0

0 ΛCMΛT


∆r′ + r′ ×∆ϑ

∆ϑ′

 dx . (4.27)

Linearising the modified nodal external force vector (3.100) we obtain

∆q̃ie =

∫ L

0
Ii

 0 0

n̂e 0


∆ri −∆r

∆ϑi −∆ϑ

 dx . (4.28)

As mentioned before, an interesting phenomenon occurs when linearising the external force

vector, which is a direct consequence of the use of the fixed-pole virtual quantities and their

conversion back to standard virtual quantities: even though the external loading is configuration-

independent, the modified nodal external loading vector (3.100) is not. As a result of this, the

stiffness matrix will have an additional part as a result of the linearisation of q̃ie. Here, though,

this happens only in the presence of the distributed force loading, i.e. no contribution to the

tangent stiffness matrix exists due to point loadings and distributed moment loading, in contrast

to the fixed-pole element presented in the previous section.

Configuration update

In order to complete the solution procedure, the unknown functions and/or their iterative

changes must be interpolated in some way. We propose three different interpolation options,
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which arise as a consequence of the fact that the virtual position vector has been interpolated in

a non-linear manner, dependent on the actual position vector not only at the nodal points, but

also at x. The basic solution procedure is the same for all interpolation options, with differences

arising in the structure of the stiffness matrices. Following the process described in Section 4.1

we obtain the global fixed-pole modified residual g̃ and the global stiffness matrix K. After

imposing the boundary conditions (which is standard [77]), we obtain the global vector of nodal

unknowns ∆p as

∆p = −K−1g̃ , (4.29)

where the m-th subblock of ∆p is pm =
¨
∆rTm ∆ϑTm

∂T
. Then, the nodal position vectors and

nodal orientation matrices are updated via

rm = rm, old + ∆rm , (4.30)

Λm = exp‘∆ϑmΛm, old . (4.31)

Update of the residual vector and the tangent stiffness matrix

In the present formulation, besides the orientation matrix Λ and the material strain measures

Γ, K, the position vector r is also present in the integrals of the residual and the stiffness

matrix. This revealed the necessity to compute it, which in turn made us propose three different

interpolation options as given below.

Interpolation option 1 Within this option ∆r and ∆ϑ are interpolated in the same way as

the virtual displacements and rotations δr and δϑ in (3.102)

∆r
.
=

N∑
j=1

Ij [∆rj + (rj − r)×∆ϑj ] ,

∆ϑ
.
=

N∑
j=1

Ij∆ϑj ,

(4.32)

while, in addition, the unknown displacement vector is interpolated using Lagrangian polyno-

mials as

r
.
=

N∑
k=1

Ikrk . (4.33)

It should be noted that (4.32) obviously does not follow as a linearisation of (4.33). This

contradiction necessarily results in loss of quadratic convergence of the Newton-Raphson solu-
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tion process, and has been introduced as a simplest means of providing r(x) in (4.32). After

introducing (4.32) into (4.27) and (4.28) we have

∆q̃ii =
N∑
j=1

Ki
ij

∆rj

∆ϑj

 ,

∆q̃ie =
N∑
j=1

Ke
ij

∆rj

∆ϑj

 ,

where

Ki
ij =

∫ L

0
Ii

′

 0 0

(δij − Ij)n̂ −Ijn̂(r̂j − r̂)

 dx+

∫ L

0
Ii

′
Ij

0 −n̂

0 −(r̂− “ri)n̂− m̂

 dx

+

∫ L

0
Ii

′
Ij

′

 I 0

r̂− “ri I


ΛCNΛT 0

0 ΛCMΛT


I “rj − r̂

0 I

 dx , (4.34)

and

Ke
ij = −

∫ L

0
Ii

 0 0

(Ij − δij)n̂e Ijn̂e(r̂j − r̂)

 dx . (4.35)

We substitute Kij = Ki
ij−Ke

ij into (4.29) to solve the system using this interpolation option. In

numerical examples, we term these elements MFP1 (Modified fixed-pole – Interpolation option

1).

Interpolation option 2 Within this option, r is interpolated using (4.33). Interpolation of

the displacement increments follows consistently by linearising r as

∆r =
N∑
j=1

Ij∆rj , (4.36)

while

∆ϑ =
N∑
j=1

Ij∆ϑj . (4.37)

After introducing (4.36) and (4.37) into (4.27) and (4.28) we have

∆q̃ii =
N∑
j=1

Ki
ij

∆rj

∆ϑj

 ,
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∆q̃ie =
N∑
j=1

Ke
ij

∆rj

∆ϑj

 ,

where

Ki
ij =

∫ L

0
Ii

′

0 0

n̂ 0

 (δij − Ij) dx+

∫ L

0
Ii

′
Ij

0 −n̂

0 −(r̂− “ri)n̂− m̂

 dx+

+

∫ L

0
Ii

′

 I 0

r̂− r̂i I


ΛCNΛT 0

0 ΛCMΛT


Ij′I Ij r̂′

0 Ij
′
I

 dx ,

and

Ke
ij = −

∫ L

0
Ii(Ij − δij)

 0 0

n̂e 0

 dx . (4.38)

We substitute Kij = Ki
ij−Ke

ij into (4.29) to solve the system using this interpolation option. In

numerical examples we term these elements MFP2 (Modified fixed-pole – Interpolation option

2). In this case, different interpolations have been used for the test functions and the trial

functions, which is bound to make the tangent stiffness matrix even more non-symmetric.

Interpolation option 3 Within this option r is not interpolated, but only updated as follows:

r(x) = rold(x) + ∆r(x) , (4.39)

where rold(x) is the last known value for r(x), not necessarily associated with an equilibrium

state and ∆r(x) following interpolation of the Newton-Raphson changes given in (4.32). This

is a consistent choice which yields a tangent stiffness matrix. In this case the values of r at

both integration and nodal points must be saved. The earlier results from Interpolation option

1 can still be used, but noting that the position vector in (4.34) and (4.35), as well as (3.98) and

(3.100), must now be computed from (4.39).

Update of strain measures In order to evaluate the material strain measures Γ and K we

need to compute the values of the position vector and the orientation matrix at integration

points Λ(x). Depending on the interpolation option used, the values of the position vector

derivatives at integration points are obtained by taking the derivative of either (4.33) or (4.39),
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while the values of the orientation matrix are obtained via

Λ = exp‘∆ϑΛold , (4.40)

where Λold is the orientation matrix from the previous iteration. The current material transla-

tional strain measures are then simply evaluated by substituting current values of r′ and Λ in

(3.4). From (3.5), using (4.40) we have“K =
(
exp‘∆ϑΛold

)T (
exp‘∆ϑΛold

)′
= ΛT

old

(
exp‘∆ϑ)T ï(exp‘∆ϑ)′Λold + exp‘∆ϑΛ′old

ò
= ΛT

old

(
exp‘∆ϑ)T (exp‘∆ϑ)′Λold + ΛT

old

(
exp‘∆ϑ)T exp‘∆ϑ︸ ︷︷ ︸

I

Λ′old .

We recognise that ΛT
oldΛ′old = “Kold and using (4.40) rewrite Λold as

(
exp‘∆ϑ)T Λ to obtain“K = ΛT exp‘∆ϑ (exp‘∆ϑ)T︸ ︷︷ ︸

I

(
exp‘∆ϑ)′ (exp‘∆ϑ)T Λ + “Kold

= “Kold + ΛT
(
exp‘∆ϑ)′ (exp‘∆ϑ)T Λ

= “Kold + ΛT ¤�H(∆ϑ)∆ϑ′Λ (4.41)

due to results from Appendix A.2.2. The update of material rotational strain measures is

therefore

K = Kold + ΛTH(∆ϑ)∆ϑ′ . (4.42)

4.2.2 Numerical examples

In all of the numerical examples N − 1 point Gaussian quadrature (reduced integration) is used

for evaluating the internal forces vector and its stiffness matrix. The Newton-Raphson solution

procedure is used for obtaining solutions inside each load increment, with two convergence

criteria which must both be satisfied. The displacement norm is defined as the square root of

the squares of nodal iterative displacements over all nodes in the structure M as a percentage

of the square root of the sum of the squares of total nodal displacements ui, and it must be less

than a prescribed tolerance δu [51]

100

√∑M
i=1 ∆ui ·∆ui∑M
i=1 ui · ui

< δu .
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The residual norm is defined as the square root of the sum of the squares of the nodal residual

forces gi over all the nodes in the structure M as a percentage of the square root of the sum of

squares of the nodal external forces vector qie, which must be less than a prescribed tolerance δr

100

√∑M
i=1 gi · gi∑M
i=1 qie · qie

< δr .

Unless noted otherwise, in all numerical examples the convergence criteria is set as δu = 10−7 and

δr = 10−7. All the examples were run using self-made programs coded in Wolfram Mathematica.

Cantilever beam subject to pure bending

We analyse a well-known example of a planar cantilever beam subject to pure bending shown in

Figure 4.1. The beam has the following geometric and material properties: A1 = A2 = A3 = 1,

J = 1, I2 = I3 = 2, E = G = 1. The length of the beam is 1 and it is modelled using five linear

elements. All three interpolation options obtain the exact solution [4] in three iterations.

Single-element path-dependence and strain-invariance test

This is a simple example given in [51] of a single horizontal beam of length L = 1, of the following

geometric and material properties: A = A2 = A3 = 0.1, J1 = 1.6× 10−4, I2 = I3 = 8.3× 10−5,

E = 1.2 × 108 and Poisson’s ratio ν = 0.3. The convergence criterion is set as δu < 10−5. The

displacements at the first node are fixed to zero, while both nodes are given prescribed end-point

rotations

ψ1 =


1.00

−0.50

0.25


and ψ2 =


−0.40

0.70

0.10


,

such that Λ1 = exp“ψ1 and Λ2 = exp“ψ2. The end point rotations are applied using two

incrementation sequences. At first, we apply the end-point rotations in a single increment.

Then, in order to simulate a general situation in which increments of the nodal unknowns may

take arbitrary values, we apply the end-point rotations in two sample inrements: 0.775ψ1,

0.4ψ2 in the first increment and 0.225ψ1, 0.6ψ2 in the second increment. The rotational strain

components Ki at the integration point x = L/2 as well as the displacements of the free node for

the interpolation options MFP1, MFP2 and MFP3 and the incrementation sequences 1 and 2 are

given in Table 4.4. We can see that all three proposed formulations are path dependent, where
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path-dependence in the displacements for MFP3 is particularly notable. Next, we test the strain-

K1 K2 K3 u1 u2 u3

MFP1, 1 -1.27464 1.26756 -0.40350 -0.02009 0.18605 -0.07187
MFP1, 2 -1.28872 1.25182 -0.41280 -0.01701 0.16401 -0.08261
MFP2, 1 -1.27464 1.26756 -0.40350 -0.02009 0.18605 -0.07187
MFP2, 2 -1.28872 1.25182 -0.41280 -0.01701 0.16401 -0.08261
MFP3, 1 -1.27464 1.26756 -0.40350 -0.02009 0.18605 -0.07187
MFP3, 2 -1.28872 1.25182 -0.41280 -0.10572 0.08642 -0.06474

Table 4.4: Components of rotational strains and the displacements of the second node using
different incrementation sequences for the end-point rotations

invariance of these formulations. A rigid rotation ψTR = 〈0.2 1.2 − 0.5〉T is superimposed

onto the prescribed rotations ψ1, ψ2 to produce

ψ
1

=


1.00145 66233 24399

0.34679 74254 22351

−0.83717 18210 05534


and ψ

2
=


0.08849 14860 02004

1.93320 47713 48018

−0.08186 60178 89401


,

which are obtained by extraction from exp“ψ
1

= exp“ψR exp“ψ1 and exp“ψ
2

= exp“ψR exp“ψ2 via

Spurrier’s algorithm [78]. Now we subject the beam ends to the “new” rotations ψ
1

and ψ
2

in

a single increment and compare the results for the obtained rotational strain components Ki to

the results from Table 4.4 obtained by applying ψ1 and ψ2 in a single increment. The results

in Table 4.5 show that all three proposed formulations are non-invariant with respect to a rigid

body rotation.

K1 K2 K3 K1 K2 K3

MFP1 -1.27464 1.26756 -0.40350 -1.26399 1.31371 -0.33751
MFP2 -1.27464 1.26756 -0.40350 -1.26399 1.31371 -0.33751
MFP3 -1.27464 1.26756 -0.40350 -1.26399 1.31371 -0.33751

Table 4.5: Components of rotational strains for end-point rotations ψ1, ψ2 and ψ
1
, ψ

2
applied

in a single increment

Lee’s frame

We next consider a hinged right-angle frame given in [4], with the following geometric and

material properties I3 = 2, A1 = 6, E = 7.2 × 106, ν = 0.3, and length of each leg L = 120.

The frame is divided into ten quadratic elements, five along each leg. The horizontal leg of the

frame is loaded with a point force F = 15000 as shown in Figure 4.3.

The structure is first modelled using ten equally long quadratic elements to analyse the
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F = 15000

24 96

1
20

Figure 4.3: Lee’s frame

accuracy, which is compared to the reference solution obtained by using 40 quadratic elements

from [4]. From the results for the displacement components u1 and u2 of the loaded node given

in Table 4.6 we can observe that formulations MFP1 and MFP2 give the same results as the

formulation of Simo and Vu-Quoc [4], but MFP3 does not. Additionally, the results obtained

using MFP3 appear to be less accurate. Next, path dependence of the presented formulation is

u1 u2

Referent 8.02817 -25.89251

[4] 8.01638 -25.86247

MFP1 8.01638 -25.86247

MFP2 8.01638 -25.86247

MFP3 8.05463 -25.96012

Table 4.6: Displacements of the loaded node using ten quadratic elements

tested. The structure is modelled using ten linear elements because path dependence is more

evident when using lower-order elements. The load is applied to the structure in 1, 2, 10, and 20

equally sized increments, as shown in Table 4.7. The results show that both MFP1 and MFP2

give path-independent results, while MFP3 gives path-dependent results. It is interesting to

note, though, that the results obtained using MFP3 now appear to be the most accurate.
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MFP1 MFP2 MFP3

u1 u2 u1 u2 u1 u2

1 6.46073 -22.48634 6.46073 -22.48634 8.59392 -26.02842

2 6.46073 -22.48634 6.46073 -22.48634 8.72739 -26.12403

10 6.46073 -22.48634 6.46073 -22.48634 8.97095 -26.13286

20 6.46073 -22.48634 6.46073 -22.48634 9.00150 -26.09732

Table 4.7: Displacements of the loaded node using ten linear elements with different load incre-
mentation

45◦ cantilever bend

Finally, we analyse a well-known spatial problem of a planar curved cantilever loaded with a

vertical out-of-plane concentrated force of magnitude F = 600 at its tip, as shown in Figure

4.2. The geometric and material characteristics are given as follows: A = A2 = A3 = 1,

J1 = 16.656× 10−2, I2 = I3 = 8.3333× 10−2, E = 107 and G = 0.5× 107. The cantilever is in

the horizontal plane and it represents one eighth of a circle of radius R = 100 and is modelled

using eight equally long straight linear elements. We compare our results to the ones obtained

using the invariant formulation [51], as shown in Table 4.8, using different load incrementations.

The load is divided into 3, 7, 10, 15 and 20 equal load increments. Results clearly show that

the robustness of the proposed formulation is reduced in comparison to [4] or [51], regardless of

the interpolation option applied – in all of the proposed interpolations the minimum number of

equal load increments is 7.

Formulation Increments u1 u2 u3

MFP1 3 - - -
MFP1 7 13.48783 -23.47882 53.36984
MFP1 10 13.48789 -23.47877 53.36983
MFP1 15 13.48784 -23.47876 53.36980
MFP1 20 13.48782 -23.47876 53.36981

MFP2 3 - - -
MFP2 7 13.48784 -23.47883 53.36989
MFP2 10 13.48789 -23.47876 53.36983
MFP2 15 13.48785 -23.47877 53.36984
MFP2 20 13.48783 -23.47877 53.36985

MFP3 3 - - -
MFP3 7 13.48272 -23.53052 53.18321
MFP3 10 13.48194 -23.53197 53.15572
MFP3 15 13.48130 -23.53258 53.13641
MFP3 20 13.48092 -23.53273 53.12735

Table 4.8: Tip displacement components obtained using different load incrementation



Chapter 5

Generalised fixed-pole family of

finite elements

5.1 Invariance of strain measures

We begin this section with a quote from [47]:

The objectivity of material strain measures at a particular configuration is under-

stood as their inherent ability to remain unaffected by a constant motion of the

configuration. We also say that such strain measures are invariant under a su-

perimposed rigid body motion.

In this section we show that the strain invariance is an inherent property, regardless of the

manner in which the problem is defined. Imagine a rigid motion (rR, ΛR) superimposed onto

a configuration (r, Λ), such that we get a new configuration (r, Λ) depicted in Figure 5.1 and

defined as [47]

r = ΛR(rR + r) , (5.1)

Λ = ΛRΛ . (5.2)

The strain measures Γ and K at configuration (r,Λ) are (i) objective in the sense that they

are equal to the strain measures Γ and K at the configuration (r, Λ), defined by (5.1) and (5.2)

and (ii) independent of the history of deformation [47]. This can easily be proven by evaluating

the strain measures at the new configuration (r, Λ). Substituting (5.1) and (5.2) into (3.4) we

71
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Λ

r

Λ

rR

r + rR

Z

Y

X

ΛRΛ

ΛR(r + rR)

Figure 5.1: Superimposed rigid-body translation rR and rotation ΛR onto the original deformed
configuration (r, Λ)

find the translational material strain measures of the new configuration as

Γ = ΛT r′ −E1 = ΛTΛT
RΛ′R(rR + r) + ΛT ΛT

RΛR︸ ︷︷ ︸
I

(r′R + r′)−E1 ,

which, since rR and ΛR are constant, yields

Γ = ΛT r′ −E1 = Γ . (5.3)

Next, substituting (5.1) and (5.2) into (3.5) we find the rotational material strain measures of

the new configuration as “K = ΛTΛ′ = ΛTΛT
RΛ′RΛ + ΛTΛT

RΛRΛ′ ,

which in turn gives “K = ΛTΛ′ = “K . (5.4)

Results (5.3) and (5.4) prove that the material strain measures Γ and K depend only on the

current configuration (r, Λ), which makes them independent of the history of deformation.

We should obtain the same result using the configuration-tensor approach. Imagine a con-

figuration C(r,Λ) and a new configuration C, which is a result of a rigid motion CR in a sense
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that Λ = ΛRΛ and r = rR + r so that

C =

Λ r̂Λ

0 Λ

 , C =

Λ r̂Λ

0 Λ

 =

ΛRΛ ¤�ΛR(rR + r)

0 ΛRΛ

 .
Clearly, C = CRC, i.e.ΛRΛ ΛR◊�rR + rΛT

RΛRΛ

0 ΛRΛ

 =

ΛR ΛRr̂R

0 ΛR


Λ r̂Λ

0 Λ

 ,
which means that the rigid motion is defined as

CR =

ΛR ΛRr̂R

0 ΛR

 .
Next, let us calculate the strain parameter X of the new configuration using (3.49). We start

from ÁX = C−1C′

= C−1C−1
R C′RC + C−1C−1

R CRC′ ,

which after noting that CR is constant givesÁX = C−1C′ = ÁX ⇔ X = X (5.5)

Result (5.5) proves that the strain measures X−XN are objective and independent of history

of deformation as they only depend on the current configuration C.

5.2 Generalised modified fixed-pole elements

As it was discussed in [47] and presented in the previous section, the strain measures are invari-

ant. However, their approximated values do not necessarily inherit this property, as results in

Section 4.2 suggest. Regardless of the choice of the interpolated quantities – being it the itera-

tive [4,49], the incremental [5,48] or the total rotations [6] – the interpolation is always applied

to the rotations between a particular reference configuration and the current configuration. As

a consequence, the rotations interpolated in this way in general include rigid-body rotations, so

that the error, introduced by the interpolation, makes the resulting strain measures dependent

on the rigid-body rotation [47].
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5.2.1 Solution procedure

Decomposition of the orientation matrix

After detecting what was the underlying cause of strain non-invariance, the proposed remedy is

logical – elimination of rigid-body rotations from the interpolation of the rotational variables.

In [47] this was achieved by decomposing the total rotational matrix Λ(x) using a reference

orientation matrix Λr which is unique for the whole beam and rigidly attached to it, and an

orientation matrix defining a local rotation Ψl(x) between the reference orientation matrix and

the total orientation matrix, so that

Λ(x)
.
= Λh(x) = Λr exp “Ψlh

(x) . (5.6)

The reference orientation matrix Λr represents the rotation of one of the beam nodes. In the

most general case, two nodes, I and J are selected and the relative rotation φIJ between these

nodes is calculated from

exp“φIJ = ΛT
I ΛJ → φIJ , (5.7)

noting that φIJ can be extracted using Spurrier’s algorithm [78]. Then Λr is defined as the

orientation matrix of a point midway between two nodes I and J as

Λr = ΛI exp

Å
1

2
“φIJã . (5.8)

The nodal orientation matrices are updated in the usual manner during the iterative process

using Λi = exp‘∆ϑiΛi,old. Then the local nodal rotations Ψl
k (i.e. the relative rotations between

the orientation matrix at node i and the reference orientation matrix Λr) are evaluated using

(5.6) as

exp “Ψl

i = ΛT
r Λi . (5.9)

From (5.6) we see that we only need the values of the local rotations at integration points, Ψlh(x)

in order to compute the orientation matrices at integration points. This means that the only

rotational quantities which need to be interpolated are the local rotations, which is

performed using Lagrange polynomials

Ψl(x)
.
= Ψlh(x) =

N∑
k=1

IkΨl
k and Ψl′(x)

.
= Ψlh′(x) =

N∑
k=1

Ik
′
Ψl
k . (5.10)
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Generalised shape functions

Except being strain non-invariant, the numerical examples presented in Section 4.2 suggest that

the results are also path-dependent. Path-dependence is characterised by dependence on the

iterative path towards a converged solution which is present in formulations where iterative

or incremental rotations are interpolated (the total formulation [6] does not suffer from path-

dependence). The solution to this problem is to ensure that the iterative (or incremental)

rotations are interpolated in such a manner that the rigid-body rotations are eliminated. In

that sense, Jelenić and Crisfield [51] proposed an appropriate interpolation for the iterative

changes of the rotational parameter ∆ϑ based on the linearisation of (5.6). Following a process

of finding a relationship between the nodal spin vectors ∆ϑi and the nodal iterative values of

the local rotations ∆Ψl
i we arrive at [51]

∆ϑ(x)
.
= ∆ϑh(x) =

N∑
j=1

Ĩj(x)∆ϑj ,

∆ϑ′(x)
.
= ∆ϑh

′
(x) =

N∑
j=1

Ĩj
′
(x)∆ϑj ,

(5.11)

with = Ĩj(x) as the generalised shape functions. These functions and their derivatives are

defined as

Ĩj = (δjI + δjJ)Λr

[
I−H

î
Ψlh(x)

ó N∑
m=1

Im(x)H−1(Ψl
m)

]
vjΛ

T
r + ΛrH

î
Ψlh(x)

ó
Ij(x)H−1(Ψl

j)Λ
T
r ,

(5.12)

Ĩj
′

= (δjI + δjJ)Λr

N∑
m=1

¶
−H′

î
Ψlh(x)

ó
Im(x)H−1(Ψl

m)−H
î
Ψlh(x)

ó
Im

′
(x)H−1(Ψl

m)
©

vjΛ
T
r +

+Λr

î
H′
î
Ψlh(x)

ó
Ij(x) + H

î
Ψlh(x)

ó
Ij

′
(x)
ó
H−1(Ψl

j)Λ
T
r , (5.13)

with

vj =

Å
I + exp “Ψl

j

ã−1

=


1
2

Ä
I + tan ΦIJ

4
“ΦIJ

ä
if j = I

1
2

Ä
I− tan ΦIJ

4
“ΦIJ

ä
if j = J

(5.14)

as well as the derivative of H(Ψ) with respect to x derived in [49] as

H′(Ψ) = ΨTΨ′
α1 − 2α2

Ψ2
“Ψ + α2

“Ψ′ + β2

(“Ψ“Ψ′ + “Ψ′“Ψ)+ ΨTΨ′
3α1 − 2− cos Ψ

Ψ4
“Ψ2

. (5.15)
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Configuration update

Here we limit our attention to the simplest case of these interpolating functions, when I = J so

that the reference node I = N
2 for even-noded elements and I = N+1

2 for odd-noded elements. In

such a case the generalised shape functions given in (5.12) and (5.13) take the following explicit

form

Ĩj(x) =


I−ΛIH

î
Ψlh(x)

ó∑N
m=1(1− δmI )Im(x)H−1(Ψl

m)ΛT
I , if j = I ,

ΛIH
î
Ψlh(x)

ó
Ij(x)H−1(Ψl

j)Λ
T
I , if j 6= I .

(5.16)

Ĩj
′
(x) =



−ΛI

{
H′
î
Ψlh(x)

ó N∑
m=1

(1− δmI )Im(x)H−1(Ψl
m)+

+H
î
Ψlh(x)

ó N∑
m=1

(1− δmI )Im
′
(x)H−1(Ψl

m)

}
ΛT
I ,

if j = I ,

ΛI

¶
H′
î
Ψlh(x)

ó
Ij(x) + H

î
Ψlh(x)

ó
Ij

′
(x)
©

H−1(Ψl
j)Λ

T
I , if j 6= I .

(5.17)

Choosing to interpolate in the Lagrangian manner the local rotations instead of the spin vectors

results in a new family of elements which we call the generalised modified fixed-pole family

of elements. The implementation into the proposed interpolation options is straightforward: Ij

is replaced with Ĩj , although the fact that these functions are now matrices, not scalars, must be

taken into account. In the following paragraphs we show the resulting changes to the formulation

given in Section 4.2.

Generalised interpolation option 1 Substituting (5.11) into (4.32) we get∆r

∆ϑ

 =
N∑
j=1

IjI (r̂j − r̂) Ĩj

0 Ĩj


∆rj

∆ϑj

 . (5.18)

Applying this interpolation to (4.27) and (4.28) alows us to rewrite Kij
int and Kij

ext as

Kij
int =

∫ L

0
Ii

′

 0 0

(δij − Ij)n̂ −n̂ (r̂j − r̂) Ĩj

 dx+

+

∫ L

0
Ii

′

0 −n̂Ĩj

0 − [(r̂− r̂i) n̂ + m̂] Ĩj

 dx+

+

∫ L

0
Ii

′

 ΛCNΛT 0

(r̂− r̂i) ΛCNΛT ΛCMΛT


Ij′I (r̂j − r̂) Ĩj

′

0 Ĩj
′

 dx , (5.19)
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and

Kij
ext =

∫ L

0
Ii

 0 0

(δij − Ij)n̂e −n̂e (r̂j − r̂) Ĩj

 dx . (5.20)

In numerical examples, we will refer to these elements as GMFP1.

Generalised interpolation option 2 Analogously to the previous case, (5.11) is substituted

into (4.36) and (4.37) to obtain∆r

∆ϑ

 =
N∑
j=1

IjI 0

0 Ĩj


∆rj

∆ϑj

 ,

which is applied to (4.27) and (4.28) to give

Kij
int =

∫ L

0
Ii

′
(δij − Ij)

0 0

n̂ 0

 dx+

∫ L

0
Ii

′

0 −n̂Ĩj

0 − [(r̂− r̂i) n̂ + m̂] Ĩj

 dx+ (5.21)

+

∫ L

0
Ii

′

 Ij
′
ΛCNΛT ΛCNΛT r̂′Ĩj

Ij
′
(r̂− r̂i) ΛCNΛT (r̂− r̂i) ΛCNΛT r̂′Ĩj + ΛCMΛT Ĩj

′

 dx , (5.22)

and

Kij
ext =

∫ L

0
Ii(δij − Ij)

 0 0

n̂e 0

 dx . (5.23)

In numerical examples, we will refer to these elements as GMFP2.

Generalised interpolation option 3 Implementation of generalised interpolation functions

into this option requires the most coding interventions. Namely, this is the only option where we

directly calculate the position vectors based on the current incremental values and this means

that Ĩj and Ĩj
′

appear not only in the stiffness matrix, but also in the update procedure for r

and r′ at integration points. Remembering that within this option r is updated at integration

points as

r(x) = rold(x) + ∆r(x) ,

we use (5.18) to obtain the values of ∆r at integration points. After updating r(x) and r′(x),

the strain measures are updated and from there the same expressions for the stiffness matrix as

in the generalised Interpolation option 1 can be used. In numerical examples, we will refer to
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these elements as GMFP3.

Evaluation of strain measures

Evaluation of the approximated translational material strain measures Γh at x follows by sub-

stituting (5.6) in (3.4) as

Γh = exp “Ψlh
ΛT
r r′ −E1 . (5.24)

The approximated rotational material strain measures Kh at x are evaluated by substituting

(5.6) into (3.5) to obtain“Kh =

ï
exp “Ψlh

òT
ΛT
r Λr︸ ︷︷ ︸
I

ï
exp “Ψlh

ò′
=

¤�
HT

î
Ψlh

ó
Ψlh′

⇒ Kh = HT
î
Ψlh

ó
Ψlh′ , (5.25)

due to Appendix A.2.2 and (2.50). Results (5.24) and (5.25) show that two configurations,

which do not differ in current local rotations, but do differ in reference (rigid-body) rotations,

have the same approximated strain measures. In other words, this type of formulation is

strain-invariant.

5.2.2 Numerical examples

In this section, all the numerical examples from Section 4.2.2 are repeated using the generalised

formulations.

Cantilever beam subject to pure bending

Using any of the three generalised interpolation options we obtain the exact solution [4] in three

iterations, i.e. the same result as before the implementation of the generalised approach. This

is in accordance with the fact that the effects of strain non-invariance and path-dependence

are present only in 3D when standard rotational degrees of freedom are interpolated. Further

numerical tests need to be conducted, however, because in this numerical example there are no

translational strains present.
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Single-element path-dependence and strain-invariance test

As it is seen from Tables 5.1 and 5.2, the results of this test are improved with respect to the

earlier presented modified fixed-pole elements. GMFP1 and GMFP2 now give path-independent

and strain-invariant results. Although comparing rotational strain measure components suggests

that GMFP3 is also strain-invariant, the difference in displacement components shown in Table

5.1 implies that the translational strain measures are non-invariant for this interpolation option.

To demonstrate this, consider the position vector

r = 〈0.97592 0.18655 − 0.06552〉T

of the free end obtained using GMFP3 in a single increment. After applying the rigid rotation

to the whole structure this end takes the position

exp“ψRr = 〈0.29645 − 0.06797 − 0.94816〉T .

Using GMFP3 with ψ
1

and ψ
2
, however gives a different end-node position

r = 〈0.28697 0.01921 − 0.89881〉T ,

which confirms that this interpolation option is non-invariant. In contrast, with GMFP1 and

GMFP2, the end-point position vector

r = 〈0.97592 0.20094 − 0.08490〉T

is rotated into

exp“ψRr = 〈0.28697 − 0.04751 − 0.95676〉T ,

which is identical to

r = 〈0.28697 − 0.04751 − 0.95676〉T ,

obtained when ψ
1

and ψ
2

are applied for both interpolation options.

Lee’s frame

Results from Table 4.7 have shown that MFP3 exhibits path-dependent behaviour, even in the

planar case. In Table 5.3 we show the corresponding results using the generalised approach. The

results are identical, suggesting that the path-dependence of MFP3 cannot be solved using the

generalised interpolation functions for the spin vectors. Again, this does not come as a surprise
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K1 K2 K3 u1 u2 u3

Invariant, 1 [51] -1.26383 1.27102 -0.42294 -0.02408 0.20094 -0.08490
Invariant, 2 [51] -1.26383 1.27102 -0.42294 -0.02408 0.20094 -0.08490
GMFP1, 1 -1.26383 1.27102 -0.42294 -0.02408 0.20094 -0.08490
GMFP1, 2 -1.26383 1.27102 -0.42294 -0.02408 0.20094 -0.08490
GMFP2, 1 -1.26383 1.27102 -0.42294 -0.02408 0.20094 -0.08490
GMFP2, 2 -1.26383 1.27102 -0.42294 -0.02408 0.20094 -0.08490
GMFP3, 1 -1.26383 1.27102 -0.42294 -0.02408 0.18655 -0.06552
GMFP3, 2 -1.26383 1.27102 -0.42294 -0.10522 0.09523 -0.08081

Table 5.1: Components of rotational strains and the displacements of the second node using
different incrementation sequences for the end-point rotations – the generalised approach

K1 K2 K3 K1 K2 K3

Invariant [51] -1.26383 1.27102 -0.42294 -1.26383 1.27102 -0.42294
GMFP1 -1.26383 1.27102 -0.42294 -1.26383 1.27102 -0.42294
GMFP2 -1.26383 1.27102 -0.42294 -1.26383 1.27102 -0.42294
GMFP3 -1.26383 1.27102 -0.42294 -1.26383 1.27102 -0.42294

Table 5.2: Components of rotational strains for end-point rotations ψ1, ψ2 and ψ
1
, ψ

2
applied

in one increment – the generalised approach

as we know that in 2D this interpolation makes no difference.

GMFP1 GMFP2 GMFP3

u1 u2 u1 u2 u1 u2

1 6.46073 -22.48634 6.46073 -22.48634 8.59392 -26.02842

2 6.46073 -22.48634 6.46073 -22.48634 8.72739 -26.12403

10 6.46073 -22.48634 6.46073 -22.48634 8.97095 -26.13286

20 6.46073 -22.48634 6.46073 -22.48634 9.00150 -26.09732

Table 5.3: Displacements of the loaded node using ten linear elements – the generalised approach

45◦ cantilever bend

Depending on the interpolation option analysed, implementation of the generalised shape func-

tions for the spin vectors has improved robustness and path-independence in this example. The

results in Table 5.4 show that, similarly to the planar example, introduction of generalised shape

functions has no effect on the path-dependence of MFP3. The solutions obtained using formu-

lation GMFP3 are different from the ones given in Table 4.8, but without obvious relationship,

though the robustness of the procedure is improved and now the solution is obtained in 5 equal

load increments. GMFP1 and GMFP2 now produce path independent results, while GMFP2

also has improved robustness (only 3 equal load increments) in comparison to MFP2.
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Formulation Increments u1 u2 u3

Invariant [51] 3 13.48286 -23.47949 53.37152

GMFP1 3 - - -
GMFP1 7 13.48286 -23.47949 53.37152
GMFP1 10 13.48286 -23.47949 53.37152

GMFP2 3 13.48286 -23.47949 53.37152
GMFP2 7 13.48286 -23.47949 53.37152
GMFP2 10 13.48286 -23.47949 53.37152

GMFP3 3 - - -
GMFP3 5 13.51873 -23.53052 53.33627
GMFP3 10 13.48871 -23.53052 53.15864
GMFP3 15 13.48871 -23.52958 53.15864
GMFP3 20 13.48737 -23.53049 53.13021

Table 5.4: Tip displacement components using different load incrementation – the generalised
approach

5.3 Generalised fixed-pole element

In this section we propose an extension of the generalised approach given in Section 5.2 to the

6D case (the configuration-tensor approach). As the results in Section 4.1 suggest, the proposed

implementation of the fixed-pole approach using iterative configuration parameters, is path-

dependent. Although in the approaches which use standard degrees of freedom the problem of

path-dependence and non-invariance emerges only in spatial problems, the results in Section 4.1

show something different. Looking at the internal structure of the configuration parameter we

discover that the “translational” part of the vector of unknowns is a combination of the standard

translational unknown and the functions of the rotational parameter. Since the interpolation of

the rotational parameters in a non-consistent manner is the underlying source of non-invariance

and path-dependence, this explains the possible reason for path-dependent results in Section 4.1

even in the planar case.

Since there are many analogies between the orientation matrix Λ and the configuration

tensor C, the idea of applying the methodology presented in [47, 51] as well as in the previous

section, comes naturally. In this case, the rotational parameters (as well as the translational

ones) are hidden inside the configurational spins ∆ς.
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5.3.1 Solution procedure

Decomposition of the configuration tensor

The configuration tensor C(x) is decomposed using a reference configuration tensor Cr which

is unique for the whole beam and rigidly attached to it, and a configuration tensor defining a

local 6D configuration vector, Φl(x) between the reference configuration tensor and the total

configuration tensor so that

C(x) = Cr exp ÁΦlh
(x) . (5.26)

The reference configuration tensor represents the configuration of one of the beam nodes. In the

most general case, two nodes I and J are selected, and a relative configuration vector between

these nodes is calculated using

exp ÊηIJ = C−1
I CJ . (5.27)

ηIJ is then extracted using a 6D version of Spurrier’s algorithm which is described in Appendix

A.4. The reference tensor Cr is defined as a midway configuration between CI and CJ as

Cr = CI exp

Å
1

2
ÊηIJã . (5.28)

The nodal configuration tensor Ci is evaluated from Ci = expÍ∆ςiCi, old. From (5.26) we extract

the nodal values of the local configuration vector Φl
i using

exp ÁΦl

i = C−1
r Ci . (5.29)

Then we interpolate the values of the local configuration vector along the beam reference axis

using Lagrange polynomials

Φl(x)
.
= Φlh(x) =

N∑
k=1

IkΦl
k and Φl′(x)

.
= Φlh′(x) =

N∑
k=1

Ik
′
Φl
k . (5.30)

Finally we conclude that in order to compute the configuration tensor at integration points we

only need (5.30) and (5.26). Again, interpolation (5.30) does not include rigid-body motion.

The interpolation objectivity proof is given in Appendix A.5.
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Generalised shape functions

The next step is deriving an appropriate interpolation for the configuration spins ∆ς. Linearising

the configuration tensor (5.26) we have

∆C = ∆Cr exp ÁΦlh
(x) + Cr∆

ï
exp ÁΦlh

(x)

ò
. (5.31)

Substituting (2.66) into the above equation givesÍ∆ςC = Í∆ςrCr exp ÁΦlh
(x) + Cr∆

ï
exp ÁΦlh

(x)

ò
.

Post-multiplying the above equation with C−1 =

ï
Cr exp ÁΦlh

(x)

ò−1

=

ï
exp ÁΦlh

(x)

ò−1

C−1
r we

obtain Í∆ς = Í∆ςr + Cr∆

ï
exp ÁΦlh

(x)

ò ï
exp ÁΦlh

(x)

ò−1

C−1
r

⇒ ∆ς = ∆ςr + CrH6(Φlh(x))∆Φlh(x) , (5.32)

due to (A.1) and the results of Appendix A.2.5. Next, we rewrite (5.32) for nodal values

∆ςi = ∆ςr + CrH6(Φl
i)∆Φl

i ,

and express ∆Φl
i from there as

∆Φl
i =

î
H6(Φl

i)
ó−1

C−1
r (∆ςi −∆ςr) , (5.33)

with
î
H6(Φl

i)
ó−1

given in (A.29). Writing (5.26) at node I we can express Cr as

Cr = CI

ï
exp

ÅÁΦl

I

ãò−1

,

and equating it to (5.28) while using (A.18) we obtain

exp

Å
1

2
ÊηIJã = exp

Å
−ÁΦl

I

ã
. (5.34)

Analogously, for node J we obtain

exp

Å
1

2
ÊηIJã = C−1

I CJ︸ ︷︷ ︸
expÊηIJ

exp

Å
−ÁΦl

J

ã
= exp (ÊηIJ) exp

Å
−ÁΦl

J

ã
,

which in turn gives

exp

Å
−1

2
ÊηIJã = exp

Å
−ÁΦl

J

ã
, (5.35)
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i.e.

exp

Å
1

2
ÊηIJã = exp

ÅÁΦl

J

ã
. (5.36)

Comparing (5.34) and (5.36) shows

Φl
J = −Φl

I . (5.37)

Linearising (5.37) results in

∆Φl
J = −∆Φl

I , (5.38)

while writing (5.33) for nodes I and J gives

I : ∆Φl
I =

î
H6

Ä
Φl
I

äó−1
C−1
r (∆ςI −∆ςr) ,

J : ∆Φl
J =

î
H6

Ä
Φl
J

äó−1
C−1
r (∆ςJ −∆ςr) ,

(5.39)

which can be related using (5.38) and (5.37) to obtainî
H6

Ä
Φl
I

äó−1
C−1
r (∆ςI −∆ςr) = −

î
H6

Ä
−Φl

I

äó−1
C−1
r (∆ςJ −∆ςr){î

H6

Ä
Φl
I

äó−1
+
î
H6

Ä
−Φl

I

äó−1
}

C−1
r ∆ςr =

î
H6

Ä
Φl
I

äó−1
C−1
r ∆ςI +

î
H6

Ä
−Φl

I

äó−1
C−1
r ∆ςJ .

(5.40)

Finally, we can express ∆ςr from (5.40), using (5.37) as well as (A.32) as

∆ςr =Cr

{î
H6

Ä
Φl
I

äó−1
+
î
H6

Ä
−Φl

I

äó−1
}−1 î

H6

Ä
Φl
I

äó−1
C−1
r ∆ςI

+ Cr

{î
H6

Ä
Φl
I

äó−1
+
î
H6

Ä
−Φl

I

äó−1
}−1 î

H6

Ä
−Φl

I

äó−1
C−1
r ∆ςJ

=Cr

{î
H6

Ä
Φl
I

äó−1
+
î
H6

Ä
−Φl

I

äó−1
}−1 î

H6

Ä
Φl
I

äó−1
C−1
r ∆ςI

+ Cr

{î
H6

Ä
−Φl

J

äó−1
+
î
H6

Ä
Φl
J

äó−1
}−1 î

H6

Ä
Φl
J

äó−1
C−1
r ∆ςJ

= CrbIC
−1
r ∆ςI + CrbJC−1

r ∆ςJ , (5.41)

with bI and bJ as short-hand notations for

bj =

Å
I + exp ÁΦl

j

ã−1

=



î
I + exp

Ä
−1

2
ÊηIJäó−1

=

vI −vI
î
Q(1

2
ÊηIJ)

óT
vI

0 vI

 if j = I

î
I + exp

Ä
1
2
ÊηIJäó−1

=

vJ −vJ
î
Q(1

2
ÊηIJ)

ó
vJ

0 vJ

 if j = J

(5.42)
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due to (5.34) and (5.36). Inserting (5.41) into (5.33) we obtain

∆Φl
i =

î
H6

Ä
Φl
i

äó−1
C−1
r

î
∆ςi −Cr

Ä
bIC

−1
r ∆ςI + bJC−1

r ∆ςJ
äó
. (5.43)

Inserting (5.43) and (5.30) into (5.32) we finally have

∆ς(x) =
N∑
j=1

Ĩj6(x)∆ςj , ∆ς ′(x) =
N∑
j=1

Ĩj
′

6 (x)∆ςj (5.44)

as the interpolation for configurational spins, with Ĩj6(x) as the 6D generalised shape function

and Ĩj
′

6 (x) as its derivative, given as

Ĩj6 = (δjI + δjJ)Cr

[
I−H6

î
Φlh(x)

ó N∑
m=1

Im(x)H−1
6 (Φl

m)

]
bjC

−1
r

+CrH6

î
Φlh(x)

ó
Ij(x)H−1

6 (Φl
j)C

−1
r , (5.45)

Ĩj
′

6 = (δjI + δjJ)Cr

N∑
m=1

¶
−H′6

î
Φlh(x)

ó
Im(x)H−1

6 (Φl
m)

−H6

î
Φlh(x)

ó
Im

′
(x)H−1

6 (Φl
m)
©

bjC
−1
r

+Cr

¶
H′6

î
Φlh(x)

ó
Ij(x) + H6

î
Φlh(x)

ó
Ij

′
(x)
©

H−1
6 (Φl

j)C
−1
r , (5.46)

with H′6(Φ) defined as

H′6(Φ) =

H′(Φ2) B′(Φ)

0 H′(Φ2)

 , (5.47)

which is evaluated using (5.15) and (A.33).

Configuration update

Here we limit our attention to the simplest case of these interpolating functions, when I = J so

that the reference node I = N
2 for even-noded elements and I = N+1

2 for odd-noded elements. In

such a case the generalised shape functions given in (5.45) and (5.46) take the following explicit

form

Ĩj6(x) =


I−CIH6

î
Φlh(x)

ó∑N
m=1(1− δmI )Im(x)

î
H6(Φl

m)
ó−1

C−1
I , if j = I ,

CIH6

î
Φlh(x)

ó
Ij(x)

î
H6(Φl

j)
ó−1

C−1
I , if j 6= I .

(5.48)
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Ĩj
′

6 (x) =



−CI

{
H6
′
î
Φlh(x)

ó N∑
m=1

(1− δmI )Im(x)
î
H6(Φl

m)
ó−1

+

+H6

î
Φlh(x)

ó N∑
m=1

(1− δmI )Im
′
(x)

î
H6(Φl

m)
ó−1

}
C−1
I ,

if j = I ,

CI

¶
H6
′
î
Φlh(x)

ó
Ij(x) + H6

î
Φlh(x)

ó
Ij

′
(x)
© î

H6(Φl
j)
ó−1

C−1
I , if j 6= I .

(5.49)

Implementation into the formulation given in Section 4.1 is straightforward (Ij is replaced with

Ĩj6, although the fact that these functions are now matrices, not scalars, must be taken into

account). Substituting (5.44) into (4.5) and (4.8) we obtain

Ki
ij =

∫ L

0
Ii

′
C−T

Ç
DC−1Ĩj

′

6 −
5
SC−1Ĩj6

å
dx , (5.50)

Ke, local
ij = −

∫ L

0
Ii
5
s e

I −r̂

0 0

 Ĩj6 dx , (5.51)

noting that the introduction of these interpolation functions has no effect on (4.16), i.e. we use

the old expression for Ke, nodal
ij .

Evaluation of strain measures

In order to evaluate the material strain measures, X−XN , we first need to find the approximated

value of the material configuration parameter Xh at x using (3.49) and (5.26) asÁXh =

ï
Cr exp ÁΦlh

ò−1 ï
Cr exp ÁΦlh

ò′
=

ï
exp ÁΦlh

ò−1

C−1
r Cr︸ ︷︷ ︸

I

ï
exp ÁΦlh

ò′
,

which, using Appendix A.2.5 turns intoÁXh =
Ú�

H6(Φlh)Φlh′ ⇔ Xh = H6(Φlh)Φlh′ , (5.52)

from where it is clear that the strain measures evaluated in this way are strain-invariant because

they depend only on the local configuration vectors Φlh(x).

5.3.2 Numerical examples

In this section, all the numerical examples from Section 4.1.2 are repeated using the generalised

formulation.
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Increments r1 r2

1 [4] 0 0

1 −8.7× 10−12 3.2× 10−12

2 −3.1× 10−16 −4.7× 10−16

5 6.4× 10−16 3.8× 10−16

10 3.3× 10−11 1.1× 10−11

20 7.3× 10−14 9.7× 10−14

Table 5.5: Pure cantilever bending: Tip position components obtained using different load
incrementation

Formulation Increments u1 u2 u3

Invariant [51] 3 13.48286 -23.47949 53.37152

GFP 3 - - -
GFP 7 13.46870 -23.47565 53.26603
GFP 10 13.46870 -23.47565 53.26603
GFP 20 13.46870 -23.47565 53.26603

Table 5.6: 45◦ cantilever bend: Tip displacement components using different load incrementation
– the generalised approach

Cantilever beam subject to pure bending

As it is seen from Table 5.5, the results of this test are correct. The results do not depend on the

load incrementation, i.e. they are path independent. This is in accordance with the assumption

that the special group of rigid motions is not commutative in 2D.

45◦ cantilever bend

The results of this test given in Table 5.6 show that not only the results are path-independent,

but also that the robustness of the procedure is improved by using the generalised approach

compared. Compared to the results in Table 4.3 we see that the minimum number of load

increments for the solution procedure to converge is reduced from ten to seven. This effect is

analogous to generalised modified fixed-pole approach where robustness was also improved.
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Chapter 6

Conclusions and future work

Fixed-pole formulation

In this thesis we have developed a new family of geometrically exact beam finite elements of

arbitrary order based on the fixed-pole approach. Although in literature the configuration-

tensor approach and the helicoidal interpolation usually go together, in this thesis we have

made a distinction in order to analyse the implications of utilising the former approach. We

have derived a new fixed-pole element from the principle of virtual work, which uses non-standard

nodal unknowns. In contrast to the original formulation given by Bottasso and Borri, in this

thesis we have interpolated the iterative changes of the configuration vector. The fact that these

elements use non-standard system unknowns has two direct consequences: (i) imposing of the

boundary conditions is more complex than in the usual approaches and (ii) the elements cannot

be combined with the standard displacement-based finite element meshes, which has been the

main motivation to derive and analyse a modified fixed-pole approach which uses the standard

system unknowns.

Modified fixed-pole formulation

A modified approach has been derived by using the relationship between the fixed-pole and

standard virtual quantities at a nodal level. such a modification of the fixed-pole approach has

resulted in a definition of the nodal residual and stiffness matrix in which the position vector is

present, and left us with an open question – how do we interpolate the position vector? From

there we have considered three possible options. Interpolation option 1 has been motivated by

our desire to utilise the same interpolation for the test and the trial functions. However, we

have additionally decided to interpolate the position vector in the simplest possible way – using
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Lagrange polynomials – which is of course not consistent with the chosen interpolation for the

iterative changes. In Interpolation option 2, instead, we want to have consistent interpolation

of the iterative changes which follows from the Lagrange interpolation of the nodal unknowns.

In this case, though, different interpolations have been used for the test and the trial functions.

Finally, Interpolation option 3 makes the most consistent choice with the character of the non-

linear solution space, where the same interpolations have been used for the test and trial function

and the interpolation of the position vector has been completely avoided and the position vector

updated at the integration points.

Detection of non-invariance and path-dependence of proposed formulations

In Section 4.1.2 we have tested our fixed-pole formulation with respect to its accuracy, robustness

and path-dependence using two numerical examples – one planar and one spatial. Path depen-

dence is recognised in both examples, i.e. the fixed-pole formulation is path-dependent even

in the planar case. Also, the robustness of the procedure is poorer in comparison to standard

approaches. In Section 4.2.2 the proposed family of modified fixed-pole formulations is tested

in two planar and two spatial examples. In the case of the planar example of pure bending, all

three interpolation options provid accurate results. However, in the case of Lee’s frame, Inter-

polation options 1 and 2 provide the same results as the standard elements and show no signs

of path-dependence, while Interpolation option 3 yields what seemed as more accurate results,

although being path-dependent. In the case of the two spatial examples, all three interpolation

options exhibit strain non-invariant and path-dependent behaviour.

Strain-invariant and path independent family of modified fixed-pole elements

In the case of the modified fixed-pole formulations, non-invariance and path-dependence occur

due to additive interpolation of rotational variables. A remedy for this problem is to implement

the strain-invariant approach in the proposed interpolation options, i.e. (i) to interpolate only

the relative rotations between two selected nodes and (ii) to implement the generalised shape

functions derived by Jelenić and Crisfield. As demonstrated in Section 5.2.2, the results obtained

using the generalised modified fixed-pole approach are now both strain-invariant and path-

independent, although not for all the interpolation options, i.e. Interpolation option 3 still

exhibits non-invariant and path-dependent behaviour which is now only due to the translational

part (the translational strain measures remain non-invariant while the rotational strain measures
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become invariant). The reason for this lies in the fact that within this option the displacements

are not interpolated, but directly updated at integration points on the basis of a non-invariant

interpolation of the iterative changes of the position vector and such an interpolation cannot be

proven to be strain-invariant and path-independent.

A strain invariant approach in SR(6)

Bearing in mind that Interpolation option 3 is the most consistent choice (i.e. the one closest to

the original fixed-pole approach, but still using the standard system unknowns) and observing

the results obtained using the fixed-pole elements – the path-dependence and non-invariance

come as no surprise. As already mentioned, the fixed-pole elements exhibit path-dependent

behaviour even in the planar case.

This is due to the fact that even in the planar case the special group of rigid motions is

not commutative. In order to fix this, a new generalised approach has been derived which

generalises the interpolation of relative rotations to the relative configurations. Following the

methodology given by Jelenić and Crisfield, we have managed to derive the 6D generalised

shape functions along with the solution procedure in which only the relative configurations

between nodes are interpolated. The result of this implementation is a strain-invariant and path-

independent formulation. The objectivity proof shows that the interpolated strain measures in

this way indeed are invariant to rigid-body motion.

Future work

In our future work, we first plan to solve the problem of reduced robustness of our formulations

with respect to the standard approaches. Sonneville and co-workers have shown that using the

helicoidal interpolation along with the configuration update consistent with the group yields not

only strain-invariant and path-independent results, but also a very robust procedure. Unfortu-

nately, the helicoidal interpolation was given only for two-noded elements, while our proposed

formulations are given for an element of arbitrary order. However, Papa Dukić and co-workers

have recently derived a generalisation of the helicoidal interpolation to an arbitrary order which

we intend to implement into our proposed formulations. Furthermore, we will explore the im-

plications of utilising the fixed-pole approach in non-linear dynamic analysis due to its energy

and momentum conserving properties.
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Appendix A

A little bit of algebra

A.1 Some properties of the configuration tensor

For any 6D vector a = 〈aT1 aT2 〉T , where a1, a2 are 3D vectors, the generalised cross-product Êa
is defined in (2.25). Evaluating CÊaC−1 we have

CÊaC−1 =

ñ
Λ r̂Λ
0 Λ

ô ñ
â2 â1

0 â2

ô ñ
ΛT −ΛT r̂

0 ΛT

ô
=

ñ
Λâ2Λ

T −Λâ2Λ
T r̂ + Λâ1Λ

T + r̂Λâ2Λ
T

0 Λâ2Λ
T

ô
.

For any two skew-symmetric matrices â1, â2 ∈ so(3) the following relationships hold â1â2 −
â2â1 = ÿ�a1 × a2, Λâ1Λ

T = ‘Λa1 which means that we can write the above result as

CÊaC−1 =

[‘Λa2
‘Λa1 + ÿ�r×Λa2

0 ‘Λa2

]
= ÍCa . (A.1)

To prove it, we immediately observe that the matrix in (A.1) has the form of the generalised
cross-product (2.25) associated with the vector®

Λa1 + r̂Λa2

Λa2

´
=

ñ
Λ r̂Λ
0 Λ

ô®
a1

a2

´
= Ca .

Evaluating C−1ÊaC gives

C−1ÊaC =

ñ
ΛT −ΛT r̂

0 ΛT

ô ñ
â2 â1

0 â2

ô ñ
Λ r̂Λ
0 Λ

ô
=

ñ
ΛT â2Λ ΛT â2r̂Λ + ΛT â1Λ−ΛT r̂â2Λ

0 ΛT â2Λ

ô
,

which, using the properties of 3D skew-symmetric matrices yields

C−1ÊaC =

÷ΛTa2
÷
ΛTa1 + ΛT (â2r̂− r̂â2) Λ

0
÷
ΛTa2

 =

÷ΛTa2
÷
ΛTa1 +

¤�
ΛT (a2 × r)

0
÷
ΛTa2

 = ÌC−1a ,

(A.2)

because the matrix on the right-hand side of (A.2) has the form of the generalised cross product
corresponding to the vector®

ΛTa1 + ΛT (a2 × r)

ΛTa2

´
=

ñ
ΛT −ΛT r̂

0 ΛT

ô®
a1

a2

´
.
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For any 6D vector a = 〈aT1 aT2 〉T , where a1, a2 are 3D vectors, the generalised cross-product
5
a is defined in (4.4). Evaluating C−T

5
aC−1 we have

C−T
5
aC−1 =

ñ
Λ 0
r̂Λ Λ

ô ñ
0 â1

â1 â2

ô ñ
ΛT −ΛT r̂

0 ΛT

ô
=

ñ
0 Λâ1Λ

T

Λâ1Λ
T −Λâ1Λ

T r̂ + r̂Λâ1Λ
T + Λâ2Λ

T

ô
=

[
0 ‘Λa1‘Λa1 r̂‘Λa1 −‘Λa1r̂ + ‘Λa2

]
=

[
0 ‘Λa1‘Λa1

ÿ�r×Λa1 + ‘Λa2

]
=

5Ä
C−Ta

ä
. (A.3)

To prove it, we observe that the matrix in (A.3) has the form of a generalised cross-product
5

(•)
associated with the vector®

Λa1

r̂Λa1 + Λa2

´
=

ñ
Λ 0
r̂Λ Λ

ô®
a1

a2

´
= C−Ta .

The inverse of the configuration tensor given in (2.23) can also be written as

C−1 =

ñ
0 I
I 0

ô ñ
ΛT 0

−ΛT r̂ ΛT

ô
︸ ︷︷ ︸

CT

ñ
0 I
I 0

ô
=

ñ
−ΛT r̂ ΛT

ΛT 0

ô ñ
0 I
I 0

ô
=

ñ
ΛT −ΛT r̂

0 ΛT

ô
. (A.4)

A.2 Variation of exp

A.2.1 Directional derivative of Λ

d

dε

∣∣∣∣
ε=0

exp
Ä
ε”δϑä =

d

dε

∣∣∣∣
ε=0

Ç
I +

sin εδϑ

εδϑ
ε”δϑ+

1− cos εδϑ

(εδϑ)2
ε2”δϑ2

å
=

Ç
cos(εδϑ)”δϑ+

sin(εδϑ)

δϑ
”δϑ2

å ∣∣∣∣
ε=0

= ”δϑ . (A.5)

Variation of trigonometric coefficients

In order to simplify notation, (2.46) and (2.52) were introduced. Their variations are given as

δα1 =
d

dε

∣∣∣∣
ε=0

α1(ψ + εδψ) =
cosψ − α1

ψ2

Ä
ψT δψ

ä
= (β2 − α2)

Ä
ψT δψ

ä
,

δα2 = δβ1 =
d

dε

∣∣∣∣
ε=0

α2(ψ + εδψ) =
α1 − 2α2

ψ2

Ä
ψT δψ

ä
,

δβ2 =
d

dε

∣∣∣∣
ε=0

β2(ψ + εδψ) =
α2 − 3β2

ψ2

Ä
ψT δψ

ä
.

(A.6)

noting that δψ may be written as ψT δψ
ψ .

A.2.2 Function H(ψ) and its properties

By equating (2.47) and (2.48) we have”δϑΛ = δ
Ä
exp“ψäΛ0 ,
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which, using relationship (2.39) may be expressed as”δϑ = δ
Ä
exp“ψäΛ0Λ

T = δ
Ä
exp“ψäΛ0Λ

T
0︸ ︷︷ ︸

I

Ä
exp“ψäT . (A.7)

The variation δ
Ä
exp“ψä is the directional derivative of exp“ψ in the direction of an infinitesimal

superimposed perturbation δ“ψ. Using (A.6) it is evaluated as

δ
Ä
exp“ψä =

d

dε

∣∣∣∣
ε=0

exp(“ψ + εδ“ψ)

= (β2 − α2)
Ä
ψT δψ

ä “ψ + α1δ“ψ +
α1 − 2α2

ψ2

Ä
ψT δψ

ä “ψ2
+ α2

Ä
δ“ψ“ψ + “ψδ“ψä

Noting that “ψT = −“ψ yields
Ä
exp“ψäT = exp(−“ψ), the right-hand side of (A.7) can be written

as

δ
Ä
exp“ψä Äexp“ψäT = (β2 − α2)

Ä
ψT δψ

ä “ψ + α1δ“ψ +
α1 − 2α2

ψ2

Ä
ψT δψ

ä “ψ2
+ α2

Ä
δ“ψ“ψ + “ψδ“ψä

− α1(β2 − α2)
Ä
ψT δψ

ä “ψ2
− α2

1δ
“ψ“ψ − α1

α1 − 2α2

ψ2

Ä
ψT δψ

ä “ψ3

− α1α2

(“ψδ“ψ“ψ + δ“ψ“ψ2)
+ α2(β2 − α2)

Ä
ψT δψ

ä “ψ3
+ α1α2δ“ψ“ψ2

+ α2
α1 − 2α2

ψ2

Ä
ψT δψ

ä “ψ4
+ α2

2

(“ψδ“ψ“ψ2
+ δ“ψ“ψ3)

(A.8)

Since the left-hand side of (A.7) is skew-symmetric, (A.8) must also be skew-symmetric. To
show it, we group the skew-symmetric members of (A.8) togetherï

δ
Ä
exp“ψä Äexp“ψäT ò

skew
=(β2 − α2)

Ä
ψT δψ

ä “ψ + α1δ“ψ − α1
α1 − 2α2

ψ2

Ä
ψT δψ

ä “ψ3

− α1α2
“ψδ“ψ“ψ + α2(β2 − α2)

Ä
ψT δψ

ä “ψ3

=α1δ“ψ + β2

Ä
ψT δψ

ä “ψ . (A.9)

Then, we group together the symmetric membersï
δ
Ä
exp“ψä Äexp“ψäT ò

sym
=
α1 − 2α2

ψ2

Ä
ψT δψ

ä “ψ2
+ α2

Ä
δ“ψ“ψ + “ψδ“ψä

− α1(β2 − α2)
Ä
ψT δψ

ä “ψ2
+ α2

α1 − 2α2

ψ2

Ä
ψT δψ

ä “ψ4
+ α2

2
“ψδ“ψ“ψ2

= α2

Ä
δ“ψ“ψ + “ψδ“ψä , (A.10)

Finally we group the remaining membersï
δ
Ä
exp“ψä Äexp“ψäT ò

non
=− α2

1δ
“ψ“ψ − α1α2δ“ψ“ψ2

+ α1α2δ“ψ“ψ2
+ α2

2δ
“ψ“ψ3

= (−α2
1 − ψ2α2

2)δ“ψ“ψ . (A.11)

Adding (A.10) to (A.11) yieldsï
δ
Ä
exp“ψä Äexp“ψäT ò

sym+non
= α2

Ä“ψδ“ψ − δ“ψ“ψä = α2
ÿ�ψ × δψ , (A.12)
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which is a skew-symmetric matrix. Adding (A.9) and (A.12) gives”δϑ = δ
Ä
exp“ψä Äexp“ψäT = α1δ“ψ + β2

Ä
ψT δψ

ä “ψ + α2
ÿ�ψ × δψ

which can now be written without superimposed hats because both sides are skew-symmetric as

δϑ = α1δψ + α2
“ψδψ + β2ψψ

T δψ ,

and finally, noting that aaT = a2I + â2 for any 3D vector a, we obtain relationship (2.49), i.e.

δϑ = H(ψ)δψ .

Using the Sherman-Morrison formula [5], the inverse of (2.49) follows as (2.51), i.e.

H−1(ψ) = I + γ1
“ψ + γ2

“ψ2
,

with γ1 and γ2 given in (2.52). Evaluating H(ψ)H−T (ψ) gives

H(ψ)H−T (ψ) =
(
I + β1

“ψ + β2
“ψ2)Å

I +
1

2
“ψ + γ2

“ψ2
ã

=I + β1
“ψ + β2

“ψ2
+

1

2
“ψ +

1

2
β1
“ψ2

+
1

2
β2
“ψ3

+ γ2
“ψ2

+ β1γ2
“ψ3

+ β2γ2
“ψ4

.

Using (2.46) and (2.52) as well as the recursive properties of matrices in so(3) we get

H(ψ)H−T (ψ) = I +

Å
β1 +

1

2
− 1

2
ψ2β2 − ψ2β1γ2

ã
︸ ︷︷ ︸

α1

“ψ +

Å
β2 +

1

2
β1 + γ2 − ψ2β2γ2

ã
︸ ︷︷ ︸

α2

“ψ2
= exp“ψ .

(A.13)

A.2.3 Relationship between Q(ν), H(ψ) and ρ

The first factor in (2.61) is ◊�H(ψ)ρ = ρ̂+ β1
÷ψ × ρ+ β2

¤�ψ × (ψ × ρ) ,

which, using the fact that for any three 3D vectors a, b, c, we have a×(b×c) = b(a ·c)−c(a ·b)

as well as ÷a× b = âb̂− b̂â, turns into◊�H(ψ)ρ = ρ̂+ β1
÷ψ × ρ+ β2

î
(ρ ·ψ)“ψ − (ψ ·ψ) ρ̂

ó
=
Ä
1− ψ2β2

ä
ρ̂+ β2 (ρ ·ψ)“ψ + β1

÷ψ × ρ
= α1ρ̂+ β2 (ρ ·ψ)“ψ + β1

Ä“ψρ̂− ρ̂“ψä . (A.14)

Then, postmultiplying (A.14) by (2.45) yields◊�H(ψ)ρ exp“ψ =α1ρ̂+ β2 (ρ ·ψ)“ψ + β1

Ä“ψρ̂− ρ̂“ψä
+ α2

1ρ̂
“ψ + α1β2 (ρ ·ψ)“ψ2

+ α1β1

(“ψρ̂“ψ − ρ̂“ψ2)
+ α1α2ρ̂“ψ2

+ α2β2 (ρ ·ψ)“ψ3
+ α2β1

(“ψρ̂“ψ2
− ρ̂“ψ3)

.
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Noting the recursive properties (2.41) of matrices in so(3) as well as “ψρ̂“ψ = − (ρ ·ψ)“ψ, the
above equation turns into◊�H(ψ)ρ exp“ψ =α1ρ̂+ α2

“ψρ̂+
Ä
−α2 + α2

1 + ψ2α2
2

ä
ρ̂“ψ +

Ä
β2 − α1β1 − ψ2α2β2

ä
(ρ ·ψ)“ψ

+
Ä
α1β2 − α2

2

ä
(ρ ·ψ)“ψ2

=α1ρ̂+ α2(ρ̂“ψ + “ψρ̂)− (α2 − β2) (ρ ·ψ)“ψ +
α1 − 2α2

ψ2
(ρ ·ψ)“ψ2

,

which is equal to (2.60), which means that (2.61) holds.

A.2.4 Directional derivative of C

We first evaluate the variation of (2.61) as

δQ =
d

dε

∣∣∣∣
ε=0

Q (εδς) =
d

dε

∣∣∣∣
ε=0

ñ
sin εδϑ

εδϑ
εδ̂ξ +

1− cos(εδϑ)

(εδϑ)2
ε2(δ̂ξ”δϑ+ ”δϑδ̂ξ)

−
Ç

1− cos(εδϑ)

(εδϑ)2
− (εδϑ)− sin(εδϑ)

(εδϑ)3

å
ε3(δξ · δϑ)”δϑ

−2
1− cos(εδϑ)

(εδϑ)2

1

(εδϑ)2

Ç
1− 1

2

(εδϑ) sin(εδϑ)

1− cos(εδϑ)

å
ε4(δξ · δϑ)”δϑ2

ô
= cos(εδϑ)

∣∣∣∣
ε=0

δ̂ξ +
sin εδϑ

δϑ

∣∣∣∣
ε=0

(δ̂ξ”δϑ+ ”δϑδ̂ξ)

− ε sin εδϑ

δϑ

∣∣∣∣
ε=0

(δξ · δϑ)”δϑ− 1

δϑ3
(sin εδϑ+ εδϑ cos εδϑ)

∣∣∣∣
ε=0

(δξ · δϑ)”δϑ2

=δ̂ξ . (A.15)

The variation of C then follows as

δC =

[”δϑ δ̂ξ

0 ”δϑ]C , (A.16)

where we recognise the generalised cross productËδς =

[”δϑ δ̂ξ

0 ”δϑ] .
The inverse of (2.59) is

(exp Êν)−1 =

Äexp“ψäT −
Ä
exp“ψäT Q(ν)

Ä
exp“ψäT

0
Ä
exp“ψäT  =

Äexp“ψäT [Q(ν)]T

0
Ä
exp“ψäT , (A.17)

because, using (2.61) it can be shown that

−
Ä
exp“ψäT Q(ν)

Ä
exp“ψäT = −

Ä
exp“ψäT ◊�H(ψ)ρ exp“ψ Äexp“ψäT

= −
Ä
exp“ψäT ◊�H(ψ)ρ =

[◊�H(ψ)ρ exp“ψ]T = [Q(ν)]T .

We also note here that
Ä
exp“ψäT = exp(−“ψ) as well as Q(ν)T = Q(−ν). This means that

(exp Êν)−1 = exp(−Êν). (A.18)
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Using (A.17) the variation of C−1 follows as

δC−1 =

ï
d

dε

∣∣∣∣
ε=0

exp(εδς)C

ò−1

= C−1 d

dε

∣∣∣∣
ε=0

Äexp εδϑ̂
äT

Q(εδς)T

0
Ä
exp εδϑ̂

äT = −C−1Ëδς . (A.19)

A.2.5 Function H6(ν) and its properties

By equating (2.66) and (2.67) we haveËδςC = δ (exp Êν) C0 ,

which, using relationship C = exp ÊνC0 may be expressed asËδς = δ (exp Êν) C0C
−1
0︸ ︷︷ ︸

I

(exp Êν)−1 . (A.20)

The variation δ (exp Êν) is the directional derivative in the direction of an infinitesimal superim-
posed perturbation δÊν evaluated as

δ (exp Êν) =
d

dε

∣∣∣∣
ε=0

exp(Êν + εδÊν) =

[
δ
Ä
exp“ψä δQ(ν)

0 δ
Ä
exp“ψä] . (A.21)

Substituting (A.21) and (A.17) into (A.20) we obtainËδς =

[”δϑ δ̂ξ

0 ”δϑ] =

[
δ
Ä
exp“ψä δQ(ν)

0 δ
Ä
exp“ψä]Äexp“ψäT [Q(ν)]T

0
Ä
exp“ψäT

=

δ Äexp“ψä Äexp“ψäT δ
Ä
exp“ψä [Q(ν)]T + δQ(ν)

Ä
exp“ψäT

0 δ
Ä
exp“ψä Äexp“ψäT  ,

where we recall relationships (2.49) and (2.61) to simplify the above result as[”δϑ δ̂ξ

0 ”δϑ] =

Ÿ�H(ψ)δψ −Ÿ�H(ψ)δψ◊�H(ψ)ρ+ δQ(ν)
Ä
exp“ψäT

0 Ÿ�H(ψ)δψ

 . (A.22)

At this point, let us assume that the relationship®
δξ
δϑ

´
=

ñ
H(ψ) B(ν)

0 H(ψ)

ô®
δρ
δψ

´
, (A.23)

holds for some unknown B(ν). Comparing (A.22) and (A.23) we see that this relationship is
valid for the diagonal blocks. We now consider the remaining block which obviously, also must
be skew-symmetric. From (A.23) we have

δξ = H(ψ)δρ+ B(ν)δψ ⇔ δ̂ξ = Ÿ�H(ψ)δρ+ ÿ�B(ν)δψ , (A.24)

while from (A.22) we have

δ̂ξ = −Ÿ�H(ψ)δψ◊�H(ψ)ρ+ δQ(ν)
Ä
exp“ψäT . (A.25)
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Varying both sides of Q(ν)
Ä
exp“ψäT = ◊�H(ψ)ρ gives

δ

ï
Q(ν)

Ä
exp“ψäT ò = δ [Q(ν)]

Ä
exp“ψäT + Q(ν)δ

Ä
exp“ψäT

δ
[◊�H(ψ)ρ

]
= Ÿ�δH(ψ)ρ+Ÿ�H(ψ)δρ ,

from where, noting that Q(ν) = ◊�H(ψ)ρ exp“ψ, there follows

δQ(ν)
Ä
exp“ψäT = Ÿ�δH(ψ)ρ+Ÿ�H(ψ)δρ−◊�H(ψ)ρ exp“ψ δ Äexp“ψäT︸ ︷︷ ︸◊�H(ψ)δψ

T

=−◊�H(ψ)δψ

.

Equating (A.25) to (A.24) while substituting the above result we obtainŸ�H(ψ)δρ+ ÿ�B(ν)δψ = −Ÿ�H(ψ)δψ◊�H(ψ)ρ+Ÿ�δH(ψ)ρ+Ÿ�H(ψ)δρ+ ◊�H(ψ)ρŸ�H(ψ)δψÿ�B(ν)δψ = Ÿ�δH(ψ)ρ+ ◊�H(ψ)ρŸ�H(ψ)δψ −Ÿ�H(ψ)δψ◊�H(ψ)ρ

= Ÿ�δH(ψ)ρ+ ¤�(H(ψ)ρ)× (H(ψ)δψ)

⇒ B(ν)δψ = δH(ψ)ρ+ ◊�H(ψ)ρH(ψ)δψ . (A.26)

The variation of H(ψ) is

δH(ψ) =
α1 − 2α2

ψ2

Ä
ψT δψ

ä “ψ + β1δ“ψ +
α2 − 3β2

ψ2

Ä
ψT δψ

ä “ψ2
+ β2

Ä
δ“ψ“ψ + “ψδ“ψä ,

then the first term in (A.26) is

δH(ψ)ρ =
α1 − 2α2

ψ2

Ä
ψT δψ

ä
ψ × ρ+ β1δψ × ρ+

α2 − 3β2

ψ2

Ä
ψT δψ

ä
ψ × (ψ × ρ)

+ β2 [δψ × (ψ × ρ) +ψ × (δψ × ρ)]

=− α1 − 2α2

ψ2
ρ̂ψψT δψ − β1ρ̂δψ −

α2 − 3β2

ψ2
“ψρ̂ψψT δψ − β2

Ä“ψρ̂− ρ̂“ψä δψ − β2
“ψρ̂δψ

=

ï
(α2 − α1)ρ̂+

α2 − 3β2

ψ2
(ρ ·ψ)“ψ2

+ β2ρ̂“ψ + (β2 − α2)“ψρ̂− α1 − 2α2

ψ2
ρ̂“ψ2

ò
δψ .

Next, we evaluate H(ψ)ρ as

H(ψ)ρ = ρ+ β1ψ × ρ+ β2ψ × (ψ × ρ) ,

from where we have ◊�H(ψ)ρ =ρ̂+ β1
÷ψ × ρ+ β2

¤�ψ × (ψ × ρ)

=ρ̂+ β1(“ψρ̂− ρ̂“ψ) + β2

î
(ρ ·ψ)“ψ − ψ2ρ̂

ó
=α1ρ̂+ β2 (ρ ·ψ)“ψ + β1(“ψρ̂− ρ̂“ψ)

Using the above results, the second term in (A.26) is◊�H(ψ)ρH(ψ)δψ =
î
α1ρ̂+ β2 (ρ ·ψ)“ψ + β1(“ψρ̂− ρ̂“ψ)

ó (
δψ + β1

“ψδψ + β2
“ψ2
δψ
)

=

ï
α1ρ̂+

α1 − 2α2

ψ2
(ρ ·ψ)“ψ + β1

“ψρ̂+
α1 − 2α2

ψ2
ρ̂“ψ2

ò
δψ .
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Adding the two above expressions yields

B(ν)δψ =

ï
α2ρ̂+

α1 − 2α2

ψ2
(ρ ·ψ)“ψ +

α2 − 3β2

ψ2
(ρ ·ψ)“ψ2

+ β2

Ä“ψρ̂+ ρ̂“ψäò δψ , (A.27)

i.e. we obtain B(ν) as given in (2.70) for which relationship (A.23) is valid. This relationship is
written in a more compact form in (2.68) using the matrix in (A.23) as

H6(ν) =

ñ
H(ψ) B(ν)

0 H(ψ)

ô
. (A.28)

The inverse of (2.69) follows as

[H6(ν)]−1 =

ñ
H−1(ψ) −H−1(ψ)B(ν)H−1(ψ)

0 H−1(ψ)

ô
, (A.29)

while the inverse of H6(−ν) is

[H6(−ν)]−1 =

ñ
H−T (ψ) −H−T (ψ)BT (ν)H−T (ψ)

0 H−T (ψ)

ô
= , (A.30)

because B(−ν) = BT (ν). Multiplying (A.28) and (A.30) gives

H6(ν) [H6(−ν)]−1 =

ñ
H(ψ) B(ν)

0 H(ψ)

ô ñ
H−T (ψ) −H−T (ψ)BT (ν)H−T (ψ)

0 H−T (ψ)

ô
=

ñ
H(ψ)H−T (ψ) −H(ψ)H−T (ψ)BT (ν)H−T (ψ) + B(ν)H−T (ψ)

0 H(ψ)H−T (ψ)

ô
,

which turns into

H6(ν) [H6(−ν)]−1 = exp Êν , (A.31)

due to (A.13) and direct calculation of the non-diagonal term which yields Q(ν). The result
(A.31) is useful for deriving the following relationshipÄ

[H6(ν)]−1 + [H6(−ν)]−1
ä−1

[H6(ν)]−1 =
î
H6(ν)

Ä
[H6(ν)]−1 + [H6(−ν)]−1

äó−1

= (I + exp Êν)−1 . (A.32)

Variation of B(ν)

Using results (A.6) we obtain the variation of B(ν). The variation of the first factor in (2.70)
yields

δ (α2ρ̂) = δα2ρ̂+ α2δρ̂ =
α1 − 2α2

ψ2
(ψ · δψ) ρ̂+ α2δρ̂ .

Variation of the second factor in (2.70) is

δ

ï
α1 − 2α2

ψ2
(ρ ·ψ)“ψò = δ

Å
α1 − 2α2

ψ2

ã
(ρ ·ψ)“ψ +

α1 − 2α2

ψ2
(δρ ·ψ + ρ · δψ)“ψ+

α1 − 2α2

ψ2
(ρ ·ψ) δ“ψ

=
cosψ − 5α1 + 8α2

ψ4
(ψ · δψ) (ρ ·ψ)“ψ+



A.2. VARIATION OF EXP 101

α1 − 2α2

ψ2
(δρ ·ψ + ρ · δψ)“ψ +

α1 − 2α2

ψ2
(ρ ·ψ) δ“ψ .

Variation of the third factor in (2.70) gives

δ

ï
α2 − 3β2

ψ2
(ρ ·ψ)“ψ2

ò
= δ

Å
α2 − 3β2

ψ2

ã
(ρ ·ψ)“ψ2

+
α2 − 3β2

ψ2
(δρ ·ψ + ρ · δψ)“ψ2

+

α2 − 3β2

ψ2
(ρ ·ψ)

Ä
δ“ψ“ψ + “ψδ“ψä

=
α1 − 7α2 + 15β2

ψ4
(ρ ·ψ) (ψ · δψ)“ψ2

+

α2 − 3β2

ψ2
(δρ ·ψ + ρ · δψ)“ψ2

+
α2 − 3β2

ψ2
(ρ ·ψ)

Ä
δ“ψ“ψ + “ψδ“ψä ,

and finally, variation of the fourth factor in (2.70) is simply

δ
î
β2

Ä“ψρ̂+ ρ̂“ψäó = δβ2

Ä“ψρ̂+ ρ̂“ψä+ β2

Ä
δ“ψρ̂+ “ψδρ̂+ δρ̂“ψ + ρ̂δ“ψä

=
α2 − 3β2

ψ2
(ψ · δψ)

Ä“ψρ̂+ ρ̂“ψä+ β2

Ä
δ“ψρ̂+ “ψδρ̂+ δρ̂“ψ + ρ̂δ“ψä .

Therefore, adding the four expressions above we obtain the variation of B(ν) as

δB(ν) =
α1 − 2α2

ψ2
(ψ · δψ) ρ̂+ α2δρ̂+

cosψ − 5α1 + 8α2

ψ4
(ψ · δψ) (ρ ·ψ)“ψ+

α1 − 2α2

ψ2
(δρ ·ψ + ρ · δψ)“ψ +

α1 − 2α2

ψ2
(ρ ·ψ) δ“ψ +

α1 − 7α2 + 15β2

ψ4
(ρ ·ψ) (ψ · δψ)“ψ2

+

α2 − 3β2

ψ2
(δρ ·ψ + ρ · δψ)“ψ2

+
α2 − 3β2

ψ2
(ρ ·ψ)

Ä
δ“ψ“ψ + “ψδ“ψä+

α2 − 3β2

ψ2
(ψ · δψ)

Ä“ψρ̂+ ρ̂“ψä+ β2

Ä
δ“ψρ̂+ “ψδρ̂+ δρ̂“ψ + ρ̂δ“ψä .

(A.33)

A.2.6 Relationship between the standard and non-standard virtual quantities

Varying the configuration tensor blockwise

δC =

ñ
δΛ δr̂Λ + r̂δΛ
0 δΛ

ô
=

[”δϑΛ δr̂Λ + r̂”δϑΛ

0 ”δϑΛ

]
=

[”δϑ δr̂ + r̂”δϑ
0 ”δϑ ] ñ

Λ 0
0 Λ

ô
(A.34)

we obtain δC in terms of the standard virtual quantities δr and δϑ. We can write (2.66) as

δC = ËδςC =

[”δϑ δ̂ξ

0 ”δϑ] ñI r̂
0 I

ô ñ
Λ 0
0 Λ

ô
=

[”δϑ ”δϑr̂ + δ̂ξ

0 ”δϑ ] ñ
Λ 0
0 Λ

ô
(A.35)

Then, equating (A.34) to (A.35) yields[”δϑ δr̂ + r̂”δϑ
0 ”δϑ ]

=

[”δϑ ”δϑr̂ + δ̂ξ

0 ”δϑ ]
(A.36)

where the diagonal blocks are obviously identically satisfied. Equating the remaining block
results in

δ̂ξ = δr̂ + r̂”δϑ−”δϑr̂ = δr̂ + ◊�r× δϑ ,
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i.e. δξ = δr + r × δϑ. Finally, the relationship between non-standard and standard virtual
quantities follows as

δς =

®
δξ
δϑ

´
=

ñ
I r̂
0 I

ô®
δr
δϑ

´
. (A.37)

A.3 Material strain measures

Reissner [1] derived the material strain measures from the stipulation that the virtual work
equation must be equal to the equations of motion integrated over the same domain. We use
the same procedure here to obtain the material translational and rotational strain measures.
Assuming a static case (i.e. Vm = 0), this is achieved by expressing the external loading from
differential equations (3.19) in terms of the stress resultants as

ne = −(ΛN)′ ,

me = −r′ ×ΛN− (ΛM)′ ,

and substituting it in (3.35), which results in

Ve =−
∫ L

0

[
δr · (ΛN)′ + δϑ ·

(
r′ ×ΛN + (ΛM)′

)]
dx

+ δr0 · F0 + δϑ0 ·M0 + δrL · FL + δϑL ·ML

=

∫ L

0

(
δr′ ·ΛN− δϑ · (r̂′ΛN) + δϑ′ ·ΛM

)
dx . (A.38)

because after integrating by parts, the boundary terms cancel out. Substituting (3.23) and
(A.38) in Vi − Ve = 0 we have∫ L

0
NT

Ä
δΓ−ΛT δr′ −ΛT r̂′δϑ

ä
dx+

∫ L

0
MT

Ä
δK−ΛT δϑ′

ä
dx = 0 , (A.39)

which is non-trivially satisfied only for

δΓ = ΛT (δr′ + r′ × δϑ
)

and δK = ΛT δϑ′ ,

which is equivalent to (3.27) and (3.28). By using (2.47) we integrate the above equations as

δΓ = ΛT δr′ + ΛT”δϑT r′ = ΛT δr′ + δΛT r′ = δ(ΛT r′) ,

δ“K = ΛT”δϑ′Λ = ΛT (”δϑΛ)′ −ΛT”δϑΛ′ = ΛT δΛ′ + δΛTΛ′ = δ(ΛTΛ′) .

Since strain measures must be equal to zero at the initial configuration (r0, Λ0) the above
equations are integrated, noting that r′0 = t0,1 (i.e. the base vector in the initial configuration
is directed along the initial centroid axis), to give

Γ = ΛT r′ −E1 , (A.40)“K = ΛTΛ′ −ΛT
0 Λ′0 , (A.41)

which, in case of an initially horizontal beam, turn into (3.4) and (3.5).
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A.4 Algorithm for extracting Φ from expΦ

First we define ηIJ =
¨
µTIJ φ

T
IJ

∂T
. From (5.27) we have

exp ÊηIJ = C−1
I CJñ

exp“φIJ Q(ηIJ)

0 exp“φIJô =

ñ
ΛT
I ΛJ ΛT

I (r̂J − r̂I) ΛJ

0 ΛT
I ΛJ

ô
,

where we recognise relationship (5.7) in the diagonal terms. Using (5.7) and (2.61), the remaining
terms give ¤�H(φIJ)µIJ exp“φIJ = ΛT

I (r̂J − r̂I) ΛI expφIJ ,

i.e. ¤�H(φIJ)µIJ =
¤�

ΛT
I (rJ − rI) ⇒ µIJ = [H(φIJ)]−1 ΛT

I (rJ − rI) . (A.42)

Since during computation we only need the final result, i.e. the value of ηIJ , any configuration
tensor M is represented as ñ

Mrot Mcomp

0 Mrot

ô
.

Then, φIJ is extracted using Spurrier’s algorithm from Mrot, while the value of µIJ is obtained
via

µIJ = [H(φIJ)]−1 axial (Mcomp) . (A.43)

A.5 Interpolation objectivity proof

As shown in Section 5.1, we can superimpose a rigid translation and rotation CR to a config-
uration C to obtain a new configuration C as C = CRC. Using (5.26) we will prove that this
relationship is valid for the approximated values of Ch(x) at integration points as well for the
interpolation scheme employed in this work. Using (5.26) we write Ch(x) and Ch(x) as

Ch(x) = Cr exp ÁΦlh
(x) , (A.44)

Ch(x) = Cr exp ÁΦlh
(x) . (A.45)

Noting that Cr = CRCr, we see that

Ch = CRCr exp ÁΦlh
, (A.46)

as well as

CRCh = CRCr exp ÁΦlh
. (A.47)

Comparing (A.46) and (A.47) we see that in order for Ch = CRCh to hold true, the following
equation must be satisfied

exp ÁΦlh ?
= exp ÁΦlh

exp

Å
Ii(x)ÁΦl

i

ã
?
= exp

Å
Ii(x)ÁΦl

i

ã
,
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which obviously suggests that the material local nodal configuration vectors must be equal, i.e.
Φl
i = Φl

i. In order to check this we use (5.29) to obtain these nodal values

exp ÁΦl

i = C−1
r Ci → Φl

i

exp ÁΦl

i = C−1
r Ci

= C−1
r C−1

R CRCi

= C−1
r Ci = exp ÁΦl

i → Φl
i ,

which means that two configurations differing only by rigid-body motion have the same local
configuration vectors. This also means that the approximated values of the configuration tensor
are indeed objective.
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